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SAR Image Speckle Reduction Based on
Nonconvex Hybrid Total Variation Model
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Abstract— Speckle noise inherent in synthetic aperture
radar (SAR) images seriously affects the visual effect and
brings great difficulties to the postprocessing of the SAR
image. Due to the edge-preserving feature, total variation (TV)
regularization-based techniques have been extensively utilized to
reduce the speckle. However, the strong scatters in SAR image
with radiometry several orders of magnitude larger than their
surrounding regions limit the effectiveness of TV regularization.
Meanwhile, the �1-norm first-order TV regularization sometimes
causes staircase artifacts as it favors solutions that are piecewise
constant, and it usually underestimates high-amplitude compo-
nents of image gradient as the �1-norm uniformly penalizes the
amplitude. To overcome these shortcomings, a new hybrid varia-
tion model, called Fisher–Tippett (FT) distribution-� p-norm first-
and second-order hybrid TVs (HTpVs), is proposed to reduce
the speckle after removing the strong scatters. Especially, the
FT-HTpV inherits the advantages of the distribution based data
fidelity term, the nonconvex regularization, and the higher order
TV regularization. Therefore, it can effectively remove the speckle
while preserving point scatters and edges and reducing staircase
artifacts well. To efficiently solve the nonconvex minimization
problem, an iterative framework with a nonmonotone-accelerated
proximal gradient (nmAPG) method and a matrix-vector accel-
eration strategy are used. Extensive experiments on both the
simulated and real SAR images demonstrate the effectiveness of
the proposed method.

Index Terms— High-order total variation (TV), �p-norm,
speckle, synthetic aperture radar (SAR) image, TV.

I. INTRODUCTION

A. Background

SYNTHETIC aperture radar (SAR) is an advanced active
sensor system that collects data of the target day or night

and regardless of weather conditions. It can overcome some
shortcomings of the optical and infrared systems, such as
being easily hindered by adverse atmospheric conditions [1].
This enables SAR to be widely used in ocean monitoring,
disaster relief, military development, and many other fields.
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Unfortunately, due to the nature of coherent imaging system,
SAR is inherently affected by speckle noise [2], which strongly
degrades the appearance of images visually and diminishes the
performance of subsequent automated tasks, such as target
detection [3], change detection [4], and segmentation and
classification [5]. Therefore, it is very important to reduce
the speckle noise as a preprocessing step in the SAR image
applications.

Over the past few decades, researchers have made great
efforts on SAR despeckling, and a large number of meth-
ods have been proposed, such as the Lee filter [6], the
Kuan filter [7], the Frost filter [8], and the maximum
a posteriori (MAP) filter [9]. However, these traditional
spatial domain methods often degrade the spatial resolution
of the images and tend to oversmooth the features, such
as edges and textures. Then, transform domain filters have
been developed and have achieved remarkable performance in
recent years, such as wavelet transform [10], [11], curvelet
transform [12], [13], and shearlet transform [14], [15]. The
procedure of transform domain filtering can be generally
divided into three steps: transforming the original images, esti-
mating the noise-free coefficients, and obtaining the denoised
images by inverse-transforming from the processed coeffi-
cients. Although the transform domain methods can effec-
tively suppress the speckle, they still have weaknesses on
the backscatter preservation in homogeneous regions, details
preservation in heterogeneous regions, and may cause pixel
distortion and generate artificial artifacts. This is mainly due
to the inherent disadvantage of the transform domain and
regardless of some useful local or global characteristics of
the image.

In order to overcome the abovementioned issues, several
methods have been proposed by using the nonlocal (NL)
means approach, which exploits the self-similarity of the
image by selecting similar pixels in an extended search
window based on patchwise similarity. Deledalle et al. [16]
proposed the probabilistic patch-based (PPB) algorithm that
derives the similarity between noisy patches from the noise
distribution and introduces an iterative method to refine
the weights. The block-matching 3-D for SAR images
(SAR-BM3D) [17] modifies the major processing steps of
the BM3D algorithm [18] according to the peculiarities
of SAR image, which chooses the similarity measure by
taking into account the probabilistic noise distribution of
speckle and adopts the wavelet shrinkage in the 3-D domain
by using a linear minimum mean-square error (MMSE)
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estimation approach. Recently, the nonlocal low-rank model
(NLRM)-based despeckling algorithms have been proposed by
researchers [19], [20]. Guan et al. [21] proposed a low-rank
minimization model based on the Fisher–Tippett (FT) distrib-
ution and the weighted nuclear norm to recover the underlying
low-rank component from the patch group matrix. The multi-
scale NLRM is further developed by simultaneously exploring
the NLRM and multiscale prior by selecting similar patches
from different scales of the SAR image [22]. Despite their
good performances, the NL frameworks require the compu-
tation of a large number of patch similarity measures, which
makes the computational complexity very high.

Recently, a deep learning approach has shown the high
capability of data denoising, and its application to SAR
despeckling has also been exploited. Because of the out-
standing capabilities in efficiently learning task-specific filters,
the convolutional-neural-networks (CNNs) have been recently
used in SAR image despeckling and gain good performance
with respect to state-of-the-art methods, both in terms of the
signal-to-noise ratio (SNR) and feature preservation, and in
terms of visual effect [23]–[25]. However, there are two major
flaws in these deep learning-based methods: the process of
training networks is time-consuming, and it requires a lot
of pairs of speckle-free/speckled SAR images to construct
training set, which yields a high cost of manual operation in
practice. In particular, even for experts, it is also very difficult
to prepare a speckle free version of an SAR image.

At the same time, there are some algorithms using other
additional information to remove speckles. For example,
the ratio-based multitemporal SAR image denoising algorithm
uses the ratio image provided by the ratio between an image
and the temporal mean of stack [26]. With multitemporal
images, spatial and temporal information can be combined
in the process of denoising, which makes it possible to
improve the speckle suppression effects by comparing it with
processing a single image. The optical-guided NL despeck-
ling algorithm leverages information drawn from coregistered
optical imagery, which can provide additional information
to support the speckle removal process as they share some
important structure information [27], [28].

Another popular approach for SAR image despeckling is
based on variational models, which minimizes some appropri-
ate energy functions, consisting of a regularization term (also
called image prior), and a data fidelity term. Among them,
the Markov random field (MRF) is often used to integrate
a prior term. For a range of degradation mechanisms, including
blurring, nonlinear deformations, and multiplicative or additive
noise, the posterior distribution is an MRF with a structure akin
to the image model [29]. As a powerful approach of stochastic
models, MRF has shown good performance in SAR image
processing, such as contextual-based segmentation [30] and
SAR image despeckling [31]–[33]. Xie et al. [31] incorporated
the wavelet Bayesian estimation technique and MRF-based
image regularization for SAR speckle reduction, where the
MRF is used to characterize the intrascale contextual depen-
dence of wavelet. The Gaussian MRF (GMRF)-based con-
textual analysis and the Bayesian-framework-based pixelwise
analysis are combined in [32], which is further extended to the

multipolarized SAR despeckling and shows effective perfor-
mance [33]. The higher order MRF-based variational model
has also been investigated by researchers for multiplicative
noise reduction [34], which is defined by a set of linear filters.

The total variation (TV) model is another widely used
variation model for its good performance in smoothing homo-
geneous regions while preserving edges, which uses the
�1-norm of the gradient-magnitude images as the regulariza-
tion term and minimizes the following energy function:

min
X̃

{
E
(
X̃
) = D

(
X̃, Ỹ

)+ λψTV
(
X̃
)}

(1)

where Ỹ ∈ R
S is the vectorized observation SAR image

with S pixels, X̃ ∈ R
S is the image to be restored, and

λ > 0 is the tradeoff parameter. The data fidelity term
D
(
X̃, Ỹ

)
represents the information of the observed image,

which makes the processed image close to the observed image,
and the regularization term ψTV

(
X̃
)

represents the smoothness
of the image, which makes the gradient-magnitude image to
be sparse. The link between the TV regularization and sparse
representation is given in [35]. By adopting different fidelity
and regularization strategies, different TV models are evolved,
for example, the �2-norm data fidelity term plus the �1-norm
TV regularization [36], the nonquadratic data fidelity term
(the log-likelihood) plus the �1-norm TV regularization [37],
and the �2-norm data fidelity term plus the �p-norm TV [38].
Although the TV regularization admits many desirable prop-
erties, such as the most notable sharp edge-preserving feature,
it still has some shortcomings as it favors solutions that are
piecewise constant, which will cause some undesired artifacts,
such as the so-called staircasing artifact. To overcome the
staircase effect, some researchers replace the TV by total
generalized variation (TGV), which has been proven to be able
to eliminate the staircase effect by being aware of higher order
smoothness [39]–[41]. This higher order TV regularization has
been also introduced to SAR despeckling and achieves good
performance [42], [43].

As mentioned in [44], an excellent SAR despeckling algo-
rithm must satisfy the following characteristics: 1) reducing
speckle in homogeneous areas; 2) preserving details of SAR
image such as edges, textures, and point targets; 3) radiometric
preservation; and 4) artifact-free. In pursuit of this goal, this
article presents a classification-based SAR image despeckling
method with hybrid TV regularization (called cFT-HTpV
for short), which is a combination of first-order TV and
high-order TV.

With the assumption that the gradient-magnitude of the
image is sparse, the TV regularization can effectively reduce
the noise and preserve the sharp edges. However, this advan-
tage of TV regularization in the SAR image is limited. Due to
the inherent scattering mechanism of the SAR image, there are
always strong scattering points in the SAR image, especially
in urban areas, which having radiometry several orders of
magnitude larger than their neighborhood pixels. These strong
scatters limit the effectiveness of TV regularization in two
aspects: first, they break the assumption that an image is
made of regions of constant radiometry; second, they bring
much higher gradients than other pixels and occupy a large
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Fig. 1. Disequilibrium of TV functions in the SAR image. (a) SAR image.
(b) Gradient-magnitude histogram. (c) Energy distribution of TV function.

part of TV function value, which will reduce the denois-
ing effect on other regions. Fig. 1(a)1 shows a single-look
complex (SLC) SAR image acquired by Sentinel-1, whose
gradient-magnitude histogram is shown in Fig. 1(b). The
biggest gradient-magnitude is 956.36, and only 1% gradient
amplitude values are larger than 3.84, whereas they contribute
almost half the energy of TV function, as shown in Fig. 1(c).
This extreme imbalance makes it difficult to smooth the
homogeneous areas and greatly reduces the denoising effect of
TV regularization. To address this challenge, we preliminarily
screen out the strong scattering points in the SAR image by
using the ratio detectors [45], then despeckle other nonstrong
scattering points, and finally add the strong scattering points
back to the despeckled image. This idea of step-by-step
processing is also used in the recent despeckling method
in [46], which is based on complex wavelet shrinkage and
NL principal component analysis (PCA) filtering. Meanwhile,
in order to reduce the influence of strong scatters, another
type of SAR image despeckling method is proposed in [47]
by decomposing the radar scene into two components: a
background (with TV regularization) and strong scatterers
(with low �0-pseudonorm).

After obtaining the classification result, we need to use
the energy minimization model to remove the speckle, where
the data fidelity term is based on the FT distribution and the
regularization term is based on the �p-norm of the hybrid
TV (HTpV). On the one hand, because it is based on a noise
distribution model that is closer to the real situation, it can
make better use of the original image information than the
�2-norm data fidelity term, which corresponds to the Gaussian
distribution. On the other hand, the first-order-based TV model
will yield a serious staircase effect, but the higher order

1Data processed by ESA, http://www.copernicus.eu/

TV regularization can alleviate this staircase effect; however,
it is not as good at preserving the edge as the first-order-
based TV, as shown in Fig. 2. Motivated by the advantages
of first-order and higher order TV regularization, HTpV uses
the first- and second-order hybrid TV regularizations to
achieve the complementary effect. Meanwhile, because
the �1-norm regularization function tends to underestimate
high-amplitude components of image gradient as it uniformly
penalizes the amplitude, HTpV uses the nonconvex �p-norm
function instead of the �1-norm regularization to address this
issue, which has a superior performance in noise-removing
and edge-preserving than the �1-norm regularization model.

B. Contribution

The main contributions of this article are summarized as
follows.

1) We use a step-by-step despeckling framework. First,
we divide the image into two classes of strong scattering
points and others, and then, the despeckling operations
are performed separately.

2) We propose an FT-HTpV despeckling model, which
can inherit the advantages of noise distribution model,
the nonconvex regularization, and the first- and
second-order hybrid TV regularizations.

3) In order to solve the FT-HTpV minimization, an iterative
framework with a nonmonotone-accelerated proximal
gradient nmAPG) method [48] and a matrix-vector
acceleration strategy is used. Extensive experiments on
both the simulated and real SAR images demonstrate
the effectiveness of the proposed method.

C. Outline and Notation

The overall structure of this article is given as follows.
Section II gives the new cFT-HTpV-based despeckling algo-
rithm. Section III presents the numerical results. In the end,
we provide our conclusion in Section IV.

Here, we define our notation. We define the �p-norm of
the vector x ∈ R

N as ‖x‖p = (∑
n |xn|p

)(1/p)
. Especially,

we define �1-, �2-, and �∞-norms of x as ‖x‖1 = ∑
n |xn|,

‖x‖2 = (∑
n |xn|2

)1/2
, and ‖x‖∞ = maxn|xn|, respectively.

Given a matrix A ∈ R
M×N , AT is defined as the transpose

of A, and (Ax)m is defined as the component m of Ax. IN

represents an N × N identity matrix, and 1M×N represents
M × N-dimensional matrix with all elements being 1. 〈·, ·〉
denotes the inner product, � denotes the Hadamard product,
and ⊗ denotes the Kronecker product.

II. PROPOSED DESPECKLING METHOD

Let X̃ = {x̃1, x̃2, . . . , x̃S} ∈ R
S be the theoretical reflectivity

or the 2-D M × N noise-free SAR intensity image with S =
M ×N . If Ñ = {ñ1, ñ2, . . . , ñS} is the fully developed speckle,
then the observed SAR image Ỹ = {ỹ1, ỹ2, . . . , ỹS} is related
to X̃ by the well accepted multiplicative model as Ỹ = X̃�Ñ.
To obtain the additive noise model, we apply the logarithmic
transform on both sides of this multiplicative model, and then,
we have

Y = X+N (2)
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Fig. 2. Image despeckling results of different TV regularizations. (a) Original image. (b) Noisy image with speckle noise. (c) Result of first-order-based TV.
(d) Result of second-order-based TV. (e) Result of first- and second-order hybrid TVs.

Fig. 3. Framework of the proposed cFT-HTpV method.

where Y, X, and N are the logarithmic transform of Ỹ, X̃,
and Ñ, respectively. Then, the despeckling problem can be
transformed into how to recover X from Y. The proposed
method consists of three steps: 1) strong scattering points’
classification; 2) FT-HTpV despeckling; and 3) image fusion
of strong scattering points. The framework of cFT-HTpV is
illustrated in Fig. 3.

A. Classification Strategy

Due to the inherent strong scattering point of the SAR
image, the denoising effect of TV regularization will be
reduced as the strong scattering point does not satisfy the
assumption of piecewise smoothness, and it will dominate the
energy of TV function. Thus, we need to screen out these
strong scattering points first. There are many methods that
can be used to detect the strong scattering points, such as the
common ratio detectors [45] and the constant false alarm rate
(CFAR)-based detection method [49]. In this article, we use
the ratio detector for simplicity and efficiency.

The 11 × 11 kernel shown in Fig. 3 is used to identify the
strong scattering points with the dark pixels being 0 and white

pixels being 1. For each pixel in the image Ỹ, we multiply
its local neighborhood with the kernel point by point and
then add the results to get the ratio detector Rp. Intuitively,
Rp can be computed as Rp = Rw/Rd , where Rw and Rd

represent the sum of values in white and dark pixels in the
defined 11 × 11 kernel, respectively. It can easily be found
that for general pixels (nonstrong scattering points), Rp is very
small as there are only 17 white pixels in the 11 × 11 kernel.
However, for the strong scattering points, because they are
several orders of magnitude higher than the surrounding pixels,
Rp will still be large. Then, we can classify the SAR image
into two classes with a threshold RT : if Rp is larger (or equal)
than RT , the pixel will be assigned as strong scattering point;
otherwise, the pixel will be considered as nonstrong scattering
point. Then, we can obtain the strong scattering point index
matrix Id

s ∈ RM×N with the eight neighborhoods of (i, j)
to be 1 if the (i, j)th pixel is classified as strong scattering
point, and other elements to be 0. Similarly, we can obtain
the nonstrong scattering point index matrix Id

ns ∈ RM×N with
Id

s + Ĩd
ns = 1M×N . After this classification, the strong scattering

point will be excluded from the next FT-HTpV despeckling
process and, finally, added back to the despeckled image.

B. Proposed FT Distribution-Based �p-Norm Hybrid
TV Model

1) FT Distribution-Based Data Fidelity Term: From the
view point of the Bayesian MAP, restoring the clean image X̃
from the observed noisy image Ỹ is equivalent to solving
optimization problems as

X̂ = arg max
X̃

P
(

X̃
∣∣Ỹ) = arg max

X̃

P
(

Ỹ
∣∣X̃)P

(
X̃
)

P
(
Ỹ
)

= arg max
X̃

P
(

Ỹ
∣∣X̃)P

(
X̃
)
. (3)

Taking the negative logarithm, (3) can be rewritten as

X̂ = arg min
X̃

{− log P
(

Ỹ
∣∣X̃)− log P

(
X̃
)}

= arg min
X̃

{
D
(
X̃, Ỹ

)+ G
(
X̃
)}

(4)

where the first term D
(
X̃, Ỹ

)
is the data fidelity term and

the second term G
(
X̃
)

is the prior term [50]. From (4),
we can find that the form of D

(
X̃, Ỹ

)
depends on the noise

distribution. Considering the classical additive white Gaussian
noise (AWGN) model as Ỹ = X̃+Ñ, where Ñ is the zero-mean
AWGN with standard deviation σÑ. Then, minimizing the
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log-likelihood data fidelity term D
(
X̃, Ỹ

)
amounts to

min
X̃

{
− log p Ỹ|X̃

(
Ỹ
∣∣X̃) = 1

σ 2
Ñ

∥∥Ỹ − X̃
∥∥2

2 + C1

}
(5)

where p Ỹ|X̃
(

Ỹ
∣∣X̃) denotes the conditional probability density

function (pdf) and C1 is a constant (irrelevant for estimation
purposes).

From (5), we can find that the �2-norm type of data
fidelity term D

(
X̃, Ỹ

)
is suitable for the Gaussian distribution.

However, the SAR image generally follows a heavy-tail non-
Gaussian distribution [44], so we need to change D

(
X̃, Ỹ

)
to fit the noise distribution in SAR image. The statistical
properties of speckle have been widely studied, and they are
the topic of a large body of the literature. Here, we use the
widely recognized and used the Gamma distribution with unit
mean [44]. Reconsidering the multiplicative model Ỹ = X̃�Ñ,
the pdf of Ñ under the assumption that pixels are statistically
independent is given by

pÑ

(
Ñ
) =

S∏
i=1

L L ñL−1
i e−Lñi

�(L)
, ñi ≥ 0 (6)

where �(·) denotes the Gamma function and L is the equiva-
lent number of looks (ENL).

For the additive noise model (2) that obtained by the
logarithmic transformation, the pdf of the random N is given
by [51]

pN(N) =
S∏

i=1

pni

(
eni
)
eni =

S∏
i=1

L L

�(L)
eLni e−Leni (7)

which is known as the FT distribution. Then, we can obtain

p Y|X(Y|X) =
S∏

i=1

L L

�(L)
eL(yi−xi )e−Le(yi −xi )

. (8)

Similar to (5), we can obtain the data fidelity term D(X,Y),
which is based on the FT distribution by taking the negative
logarithm of (8)

D(X,Y) = − log p Y|X(Y|X) = L
S∑

i=1

(
xi + eyi−xi

)+C2 (9)

where C2 is a constant. Regardless of this irrelevant constant
for estimation purposes, we have the following data fidelity
term (10), which is strictly convex:

D(X,Y) = L
S∑

i=1

(
xi + eyi−xi

)
. (10)

2) �p-Norm Hybrid TV Model: Since we deal with the
discrete formulation of the image, we consider the discrete
forms of the first-order TV and higher-order TV. The standard
TV (first-order TV) regularizer can be expressed as

ψTV(X) = ‖|∇X|‖1 =
M∑

i=1

N∑
j=1

∥∥(∇X)i, j

∥∥
p

=
M∑

i=1

N∑
j=1

(∣∣∣(D+
h X

)
i, j

∣∣∣p +
∣∣∣(D+

v X
)

i, j

∣∣∣p) 1
p

(11)

where D+
h and D+

v denote the forward horizontal and vertical
difference operators with periodic boundary condition (assum-
ing that X is periodically extended), respectively. (∇X)i, j :=((

D+
h X

)
i, j
,
(
D+
v X

)
i, j

)
is the first-order difference vector at

pixel (i, j), and |∇X| is the gradient-magnitude image with
|∇X|i, j := ∥∥(∇X)i, j

∥∥
p
, where the �p-norm could either

be p = 2 corresponding to the isotropic TV or p = 1
corresponding to the anisotropic TV.

The discrete second-order TV regularizer can be expressed
as

ψs−T V (X) = ∥∥∣∣∇2X
∣∣∥∥

1 =
M∑

i=1

N∑
j=1

∥∥∥(∇2X
)

i, j

∥∥∥
2

=
M∑

i=1

N∑
j=1

(∣∣∣(D−+
hh X

)
i, j

∣∣∣2 +
∣∣∣(D++

hv X
)

i, j

∣∣∣2

+
∣∣∣(D++

vh X
)

i, j

∣∣∣2 +
∣∣∣(D−+

vv X
)

i, j

∣∣∣2) 1
2

(12)

where
∣∣∇2X

∣∣ is the second-order derivative magnitude

image with
∣∣∇2X

∣∣
i, j

:=
∥∥∥(∇2X

)
i, j

∥∥∥
2
, and

(∇2X
)

i, j
:=((

D−+
hh X

)
i, j

(
D++

hv X
)

i, j(
D++
vh X

)
i, j

(
D−+
vv X

)
i, j

)
is the second-order difference

matrix at pixel (i, j) with(
D−+

hh X
)

i, j
: = (

D−
h

(
D+

h X
))

i, j(
D++

hv X
)

i, j
: = (

D+
h

(
D+
v X

))
i, j(

D++
vh X

)
i, j

: = (
D+
v

(
D+

h X
))

i, j(
D−+
vv X

)
i, j

: = (
D−
v

(
D+
v X

))
i, j

(13)

where D−
h and D−

v denote the backward horizontal and ver-
tical difference operators with periodic boundary condition,
respectively.

The �1-norm TV penalizes the image gradient uniformly as
its potential function is defined as a linear function ψ(t) = |t|,
which may lead to underestimation of high-amplitude compo-
nents. In order to address this issue, the �p-norm TV (TpV)
is proposed as

ψTp V (X) = ‖|∇X|‖p
p =

M∑
i=1

N∑
j=1

(|∇X|i, j

)p
. (14)

From (14), we can find that the TpV encourages penalty
of minor changes in X while decreases the penalty of large
variations in X by comparing with the �1-norm TV.

In order to combine the advantages of the first- and
second-order TV and leverage the advantage of the nonconvex
�p-norm regularization model, we propose the hybrid regu-
larization model HTpV (15), as shown at the bottom of the
next page. In (15), 0 < β < 1 is a parameter to balance
the first-order variation regularization and the second-order
variation regularization. Meanwhile, it can be seen that ψTp V

and ψs−Tp V in ψH Tp V [see (15)] are approximate but not the
real �p-norm of |∇X| in (11) and

∣∣∇2X
∣∣ in (12), respectively.

This is because the horizontal and vertical finite differences are
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separated in ψH Tp V . However, this type of ψH Tp V (15) can be
treated as the �p-norm of anisotropic hybrid TV regularization.

By combining the FT distribution-based data fidelity term
D(X,Y) in (10), the �p-norm hybrid TV model ψH Tp V ,
and the nonstrong scattering point index Id

ns, we can obtain
the FT-HTpV model (16), as shown at the bottom of the
page.

3) Algorithm for the FT-HTpV: In the Appendix, we sim-
plify the model (16) by defining two M × M banded circulant
matrices D1,M and D2,M , as in (A.1), using an approximation
strategy. Therefore, the model (16) can be rewritten in a
matrix-vector form as

min
X

⎧⎪⎨
⎪⎩E(X) = L

〈
X + eY−X, 1S×1

〉︸ ︷︷ ︸
f (X)

+ XT GX︸ ︷︷ ︸
g(X)

⎫⎪⎬
⎪⎭. (17)

Next, we choose the proximal gradient (PG) framework to
solve this minimization problem. Given a symmetric positive
semidefinite matrix H ∈ R

S×S, we define the quadratic
approximation of E(X) at a given point Z as

QH(X,Z) = g(X)+ f (Z)+ 〈∇ f (Z),X − Z〉
+ 1

2 〈X − Z,H(X − Z)〉. (18)

As the gradient of f (X) does not satisfy the Lipschitz continu-
ity, there is no such H that satisfies f (X)+ g(X) ≤ QH(X,Z)
for any X,Z ∈ R

S . To reduce the gap with this requirement,
we treat the abovementioned approximation (18) as the form
of the Taylor expansion and ignore the higher order terms, and
then, we can set H to be

H = dexpY−Z (19)

where dexpY−Z ∈ R
S×S is a diagonal matrix with the diagonal

elements
(
dexpY−Z

)
i,i

= eyi−zi . Then, for any X0 ∈ R
S,

the kth iteration of the PG framework [43] for solving (17) is

Xk+1 = arg min
X

QH
(
X,Xk

)
= arg min

X

{
g(X)+ f

(
Xk
)+ 〈∇ f

(
Xk
)
,X − Xk

〉
+ 1

2

〈
X − Xk, dexpY−Xk (

X − Xk
)〉}

. (20)

The first-order optimality condition of minimizing QH
(
X,Xk

)
is that

∂g(X)+ L1S×1 − LdexpY−Xk
1S×1

+dexpY−Xk (
X − Xk

) = 0. (21)

However, as the matrix G also contains the variable X, it is
not easy to calculate the subgradient of g(X). Here, we use
a two-step iterative strategy to calculate the optimal Xk+1

of (20).
Step 1: With the nth iteration Xn, we update the
matrix An as

An = 2Gn + dexpY−Xk
(22)

where Gn can be updated by using Xn in (A.6).
Step 2: Fix the matrix G = Gn in g(X), and then, Xn+1

can be obtained by solving the linear system

AnXn+1 = bk (23)

where the vector bk is

bk = LdexpY−Xk
1S×1 − L1S×1 + dexpY−Xk

Xk . (24)

As the matrix An in (22) is a nine-point Laplacian matrix
that is sparse, real, symmetric, and positive definite, the linear
system (23) can be solved efficiently by using iterative solvers,
such as the conjugate gradient (CG) method and the minimum
residual (MinRes) method. Here, we apply the precondi-
tioned conjugate gradient (PCG) method, which can accelerate
CG method by using some preconditioners, such as incomplete
Cholesky, Jacobi, and successive overrelaxation. In the exper-
iment, we use the incomplete Cholesky preconditioner.

The proposed FT-HTpV is summarized in Table I, which
consists of an external PG iteration for updating ∇ f

(
Xk
)

and dexpY−Xk
in bk and an internal iteration for solving

subproblem (20). The parameters kmax and nmax are the max
numbers of external and internal iterations, respectively. A rea-
sonable termination criterion for the FT-HTpV can be set as
(
∥∥Xk+1 − Xk

∥∥
2)/(max

{∥∥Xk
∥∥

2, 1
}
) < ξ for a small positive

parameter ξ , which means that there is no longer any appreci-
ate changes in the iteration and the algorithm runs into conver-
gence. Meanwhile, because FT-HTpV uses the PG framework,
it can be accelerated by using the nmAPG method [48], which

ψH Tp V (X)

= β

M∑
i=1

N∑
j=1

(∣∣∣(D+
h X

)
i, j

∣∣∣p +
∣∣∣(D+

v X
)

i, j

∣∣∣p)
︸ ︷︷ ︸

ψTp V (X)

+(1 − β)

M∑
i=1

N∑
j=1

(∣∣∣(D−+
hh X

)
i, j

∣∣∣p+
∣∣∣(D++

hv X
)

i, j

∣∣∣p +
∣∣∣(D++

vh X
)

i, j

∣∣∣p+
∣∣∣(D−+

vv X
)

i, j

∣∣∣p)
︸ ︷︷ ︸

ψs−Tp V (X)

(15)

min
X

⎧⎨
⎩E(X) = L

S∑
i=1

(
xi + eyi−xi

)+ λβ

M∑
i=1

N∑
j=1

(∣∣∣(Id
ns � D+

h X
)

i, j

∣∣∣p +
∣∣∣(Id

ns � D+
v X

)
i, j

∣∣∣p)

+λ(1 − β)

M∑
i=1

N∑
j=1

(∣∣∣(Id
ns � D−+

hh X
)

i, j

∣∣∣p +
∣∣∣(Id

ns � D++
hv X

)
i, j

∣∣∣p +
∣∣∣(Id

ns � D++
vh X

)
i, j

∣∣∣p +
∣∣∣(Id

ns � D−+
vv X

)
i, j

∣∣∣p)⎫⎬⎭ (16)
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TABLE I

MAIN IMPLEMENTATION STEPS OF FT-HTPV FOR SAR DESPECKLING

TABLE II

MAIN IMPLEMENTATION STEPS OF FT-HTPV USING NMAPG

is an extension of the accelerated PG (APG) method [52] for
nonconvex problem. The nmAPG-based FT-HTpV is summa-
rized in Table II, which uses another PG framework as the
monitor.

C. Image Fusion of Strong Scattering Points

After obtaining the FT-HTpV despeckling result X∗, we first
transform it into X̃∗ = eX∗

and then add the classified strong
scattering points back to the X̃∗ to get the final despeckling
image as X̃ f inal = Id

ns � X̃∗ + Id
s � Ỹ.

III. NUMERICAL EXPERIMENTS

In this section, simulations are performed to demonstrate
the proposed conclusions and evaluate the performance of the
proposed classification-based cFT-HTpV. We apply some
state-of-the-art despeckling methods in comparison: SDD
with �1-norm TV [38], MIDAL [37], building smear-
ing (BS)-TV [47], MAP-S [53], POTDF [54], PPB [16],
SAR-BM3D [17], NL-SAR [55], FANS [56], FT-WNNM [21],
and SAR-CNN [57]. Among these methods, SDD and MIDAL
are TV-based despeckling methods with a quadratic and

log-likelihood data fidelity term, respectively; BS-TV is a
TV-based method with the joint estimation of the background
and of the strong scatters; MAP-S is a segmentation-based
MAP despeckling method in the undecimated wavelet domain;
POTDF is a sparse representation-based despeckling method;
PPB, SAR-BM3D, NL-SAR, and FANS are NL mean-based
despeckling methods; FT-WNNM is an NL rank-based
despeckling method; and SAR-CNN is a deep learning-
based method based on a CNN. The executable codes of
the compared methods are downloaded from the authors’
websites, except for BS-TV, MAP-S, and SAR-CNN that are
implemented by ourselves. All experiments are performed in
MATLAB 2015b running on ASUS laptop with Intel Core
i7-8550U CPU and 8 GB of RAM, except for the SAR-CNN
implemented in Tensorflow.

A. Parameter Analysis

The main parameters in this algorithm are the classification
ratio threshold RT , the ENL parameter L, the penalty para-
meter λ, and the balance parameter β.

As shown in Section II-A, the threshold RT controls the
accuracy of strong scattering points detection. From the per-
spective of detection alone, if RT is set too large, there will
be many false negatives; on the contrary, if this parameter is
set very small, there will be many false positives. Generally,
this parameter should be determined according to the image
structure and noise level. For example, if the imaging region
is the forest, grassland, water area, and so on, this RT can be
set relatively large; however, when the imaging region is in the
urban area or the target of interest is a strong scattering target,
such as vehicles and airplanes, this RT cannot be set too large.
However, from the perspective of the cFT-HTpV process,
the value range of this parameter is relatively large. In other
words, the algorithm is not very sensitive to this parameter.
This is mainly due to that the purpose of the classification
is to reduce the proportion of these strong scattering points
in the energy of TV function. When there are many missed
detections caused by large RT , the remaining strong scattering
points can also be well preserved in the subsequent FT-HTpV
process. When there are some false detections caused by
small RT , since its number only accounts for a very small part
of the total number of pixels, it has little effect on the whole
despeckling process. We recommend setting the value range
of this threshold RT to [0.5, 2]-based on empirical evidence.

The ENL parameter L can be obtained according to prior
knowledge or can be estimated from an homogeneous region
of Ỹ as [58]

ENL = SC

(
μHR

σHR

)2

SC =
{

1, intensity image

4/π − 1, amplitude image
(25)

where μHR is the mean value of the selected homogeneous
region and σ 2

HR is the corresponding variance.
The penalty parameter λ controls the strength of regular-

ization and data fidelity. In general, when the input image
is contaminated by high-level speckle, we need to choose a
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Fig. 4. Despeckling results on Geometric image with size 593 × 593. (a) Clean Geometric image. (b) Contaminated image by the speckle noise with L = 1.
(c) SDD. (d) MIDAL. (e) BS-TV. (f) MAP-S. (g) POTDF. (h) PPB. (i) SAR-BM3D. (j) NL-SAR. (k) FANS. (l) FT-WNNM. (m) SAR-CNN. (n) cFT-HTpV.

large λ to encourage the regularization while relaxing data
fidelity. Conversely, when the noise level in the image is low,
we need to choose a small λ to penalize the regularization
while encouraging fidelity. In light of this, some researchers
suggest using adaptive methods to select this parameter during
the iterations [59], which has been proved to be effective.
In this article, we use the same adaptive method to select
λ during the iterations on the basis of the behavior of the
objective function with the initialization λ0 = 0.5 for the
single-look data sets and λ0 = 0.1 for the multilook data
sets.

The balance parameter 0 < β < 1 is a weighting
parameter that balances the first-order variation regulariza-
tion and the second-order variation regularization. Actually,
the model (16) with β = 1 and β = 0 is corre-
sponding to the nonconvex first-order TpV and nonconvex
second-order TV, respectively. Inspired by the adaptive strat-
egy in [60] and [61], we set β as an edges detection function as
β = (γ + ‖∇(Gσ ∗ X)‖2

2)/(1 + γ + ‖∇(Gσ ∗ X)‖2
2), where

γ > 0 is a very small positive number added to ensure
β < 1, Gσ is the Gaussian kernel, and σ denotes the standard
deviation. When ‖∇(Gσ ∗ X)‖2 is large (large ‖∇(Gσ ∗ X)‖2

corresponds to the edges), the first-order TpV regularization is
predominant; thus, the image edges and contours can be well
preserved. Conversely, when ‖∇(Gσ ∗ X)‖2 is small (small
‖∇(Gσ ∗ X)‖2 corresponds to smooth areas), the nonconvex

second-order TV regularization is predominant; thus, it can
reduce the staircase effects in the smooth regions.

For comparing the methods, we use the default parame-
ters for POTDF, PPB, SAR-BM3D, NL-SAR, FANS, and
FT-WNNM in their codes; we vary the regularization parame-
ter λ from 10−3 to 20 (with 30 logarithmically equally spaced)
for the TV-based methods (SDD, MIDAL, and BS-TV)
and then select the best one as the result; we use the four-taps
Daubechies’ (db4) orthogonal wavelet decomposition with
four levels for the MAP-S; and we construct the training set
of 300 × 144 patches (40 × 40 pixels) for SAR-CNN, which
is cut from 250 nature images and 50 SAR images with size
512 × 512, and train the SAR-CNN following the steps and
parameters in [57].

B. Experiments on Simulated Images

We first test all the methods on simulated images that are
generated by adding simulated speckle to noise-free images.
Because we already have the comparative noiseless images,
we can evaluate the despeckled results with quality measures:
the structural similarity index (SSIM) [62] and the peak SNR
(PSNR) defined as PSNR = 10log10(2552/MSE) with MSE
representing the mean square error between the despeckled
image and noise-free image. Fig. 4 presents the comparison
between different methods on the piecewise affine Geometric
image contaminated by the speckle noise with L = 1.
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Fig. 5. Image profiles of comparing methods along the horizontal rows and
vertical columns on the Geometric image. (a) Horizontal profiles. (b) Vertical
profiles.

Fig. 5 displays the comparing despeckling images generated
by different methods along the horizontal rows and vertical
columns that are marked with red lines in Fig. 4(a). From
Fig. 4, we can find that all the methods can remove noise
while maintaining sharp edges efficiently. Since the original
image is composed of piecewise constant geometric patterns,
it is not surprising that the TV-based SDD, MIDAL, and
cFT-HTpV can obtain smoother results than other methods,
such as POTDF and FANS. By comparing Fig. 4(c)–(e)
with Fig. 4(n), it can be shown that the �p-norm-based
cFT-HTpV can effectively alleviate the �1-norm TV’s short-
coming of underestimate high-amplitude components. This can
also be easily confirmed in Fig. 5, where the error between
cFT-HTpV result and true value is much smaller than that of
other TV-based methods, such as MIDAL, SDD, and BS-TV.
As can be seen from the enlarged curves in Fig. 5, the
cFT-HTpV obtains the best speckle removal image, followed
by SAR-BM3D. From Figs. 4 and 5, it can be seen that
the cFT-HTpV also has advantages in preserving edges when
comparing with PPB and FANS.

Figs. 6 and 7 present the comparisons between different
methods on Lena and Cameraman, respectively. Both images
are contaminated by the speckle noise with L = 3. The PSNR
and SSIM values of the despeckled images of Geometric,

TABLE III

QUANTITATIVE MEASURES ON THE DESPECKLED
IMAGES OF DIFFERENT METHODS

Lena, and Cameraman generated by all the methods are listed
in Table III with the optimal two values written in bold
for each criterion. As shown in Figs. 6 and 7, the first-
order TV-based SDD, MIDAL, and BS-TV methods bring
obvious staircase artifact, which is effectively overcome by
the proposed hybrid first- and second-order-based cFT-HTpVs.
The MAP-S also brings serious undesirable artifacts, as shown
in Figs. 6(f) and 7(f). In order to fully compare these
despeckled images, we mark some details with the red regions
in Figs. 6 and 7. It can be seen that the NL mean-based
PPB, SAR-BM3D, NL-SAR, and FANS can bring impressive
despeckling results, but they also introduce some undesirable
artifacts, for example, located on the face of Lena. However,
the other despeckling methods, such as cFT-HTpV, POTDF,
FT-WNNM, and SAR-CNN, oversmooth the images and cause
the loss of some important details, for example, the details
between nose and mouth of Lena. From this point of view, pre-
serving detail and smoothing noise need to be balanced in the
despeckling process. From the indicators of PSNR and SSIM
listed in Table III, we can find that the cFT-HTpV performs
best in the Geometric, which obtains the highest PSNR and
SSIM. In the Lena, the methods to obtain the highest PSNR
and SSIM are FANS and FT-WNNM, respectively. In the
Cameraman, the SAR-CNN gets the highest PSNR, and the
FANS gets the best SSIM. The proposed cFT-HTpV is inferior
to FANS, SAR-BM3D, FT-WNNM, and SAR-CNN and better
than POTDF, PPB, SDD, MIDAL, BS-TV, and MAP-S on
PSNR and SSIM in Lena and Cameraman.

C. Experiments on Synthetic Data Sets

In this section, we test these methods on the benchmarking
framework proposed in [63], where five suitable canonical
scenes (homogeneous, digital elevation model (DEM), squares,
corner, and building) and corresponding objective measures
are selected to consider the abilities of different methods
on speckle suppression and feature preservation. The mean
and variance of ratio (MoR and VoR) measure the degree
of radiometric preservation; the ENL, refined ENL (referred
to as ENL*), and the despeckling gain (DG) evaluate the
speckle suppression in homogeneous areas; the coefficient of
variation (Cx) measures the degree of texture preservation
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Fig. 6. Despeckling results on the Lena image with size 256 × 256. (a) Clean Lena image. (b) Contaminated image by the speckle noise with L = 3.
(c) SDD. (d) MIDAL. (e) BS-TV. (f) MAP-S. (g) POTDF. (h) PPB. (i) SAR-BM3D. (j) NL-SAR. (k) FANS. (l) FT-WNNM. (m) SAR-CNN. (n) cFT-HTpV.

for DEM image; the edge smearing (ES) and Pratt’s figure
of merit (FOM) measure edge preservation for Squares image;
the intensity contrast values CNN and CBG evaluate the degree
of radiometric preservation through the filtering process in
Corner image; and the double reflection (CDR) measures
the preservation degree of the position and the radiomet-
ric characteristics of the building radar return and the BS
measure the distortion of the radiometric building profile
in the range direction for the Building image. For more
details of how these data sets are generated, why these
parameters are selected, and how to compute these parameters,
we refer the readers to [63]. Therefore, for a good method,
the computed values for MoI, MoR, Cx , CNN, CBG, and CDR

should be close to their clean values; the computed values
for ENL, ENL*, DG, and FOM should be large values;
and the computed values for ES and BS should be small
values.

Table IV reports the measure values of different methods on
the benchmarking framework, where the best and second-best
results are shown in bold. All the results reported in Table IV
are generated by averaging the despeckling results over eight
independent single-look simulated images of the same scene.
Fig. 8 shows the clean, noisy, and cFT-HTpV despeckling
results of each scene, except the Building data set, where
the ratio images for the reference and cFT-HTpV are shown.

Meanwhile, since the boundary value of the clean squares
data set is very different, as shown in Fig. 8, we slightly
modify the forms of the banded circulant difference matrices
D1,M and D2,M to fit this data set. As pointed out in [63],
this benchmarking framework can provide insight into the
abilities and limitations of SAR despeckling approaches. From
Table IV and Fig. 8, we can find that the proposed cFT-HTpV
shows a strong speckle removing ability in homogeneous
scene, with an ENL of 385.87 and DG of 24.25. In the DEM
scene, cFT-HTpV gains the nearest value to the clean Cx and
the relatively large DG of 5.29, which means that cFT-HTpV
can not only remove speckle but also preserve the texture
well. In the squares scene, the cFT-HTpV shows its good
characteristics in edge-preserving with the second-smallest ES
that is only higher than SAR-BM3D and the second-largest
FOM that is only smaller than FT-WNNM. In the case of
corner scene, the best CNN and CBG that used to measure
the radiometric preservation through the filtering process are
obtained by cFT-HTpV. This is mainly due to the fact that the
strong scattering points are detected first in the cFT-HTpV,
and then, the image is despeckled. For the last building
scene, the cFT-HTpV can also provide acceptable results
(CDR and BS) that are slightly inferior to SAR-BM3D and
FT-WNNM, which also shows good performance on building
feature preservation.
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Fig. 7. Despeckling results on Cameraman image with size 256 × 256. (a) Clean Cameraman image. (b) Contaminated image by the speckle noise with
L = 3. (c) SDD. (d) MIDAL. (e) BS-TV. (f) MAP-S. (g) POTDF. (h) PPB. (i) SAR-BM3D. (j) NL-SAR. (k) FANS. (l) FT-WNNM. (m) SAR-CNN.
(n) cFT-HTpV.

TABLE IV

QUANTITATIVE MEASURES ON THE BENCHMARKING FRAMEWORK OF DIFFERENT METHODS

In order to fully assess the radiometric preservation through
the despeckling process, we also plot the range profiles and
average range profiles obtained for different methods on the
corner scene and building scene, respectively. In Fig. 9(a),
the logarithmic values of 20 pixels above and below the
center of the corner are plotted; in Fig. 9(b), the average

range profiles obtained by averaging over the range lines
interested by the presence of the building are plotted in the
logarithmic scale. By comparing these range profiles with
the clean one, we can find that cFT-HTpV, FT-WNNM, and
SAR-BM3D perform very well, while MIDAL strongly affects
the radiometric properties of the corner and building, giving
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Fig. 8. Testing cFT-HTpV on the SAR benchmarking framework. The first four columns (from top to bottom) are the clean scenes, noisy scenes, and
cFT-HTpV despeckling results, respectively; the last column (from top to bottom) are the clean scene, ratio image for the reference, and ratio image for
cFT-HTpV, respectively. Left to Right: Different scenes. (a) Homogeneous. (b) DEM. (c) Squares. (d) Corner. (e) Building. The display window is [0, 2].

Fig. 9. Image profiles obtained by different methods compared with the
clean one. (a) Range profiles on the corner scene. (b) Average range profiles
on building scene.

rise to a serious smoothing effect. The quantitative measures
of corner scene and building scene in Table IV also confirm
the above conclusions.

D. Experiments on Real SAR Images

In this section, we conduct experiments on three real
SAR images to observe the performance of the proposed
cFT-HTpV, where the testing images contain different scenes,
different noise levels (single-look/multilooks), and different
sensor characteristics as: 1) a three-look SAR image, a small
building in Washington area, sensed by the Ku-band MiniSAR

with a 0.3-m resolution, named Building (with size 256×256,
as shown in Fig. 10(a)2); 2) a five-look SAR image, a small
part of the coast, sensed by C-band Sentinel-1 with HH
polarization and 20-m resolution, named Coast [with size
256 × 256, as shown in Fig. 11(a)]; and 3) a single-look
SAR image, a small part of town in Shanxi, China, sensed by
C-band Sentinel-1 with VH polarization and 5-m resolution,
named Town [with size 286 × 241, as shown in Fig. 12(a)].
In Figs. 10 and 11, all the methods remove the speckle
in homogeneous regions, such as the land area in Fig. 10
and the sea surface in Fig. 11. By comparing the SDD,
MIDAL, BS-TV, and cFT-HTpV results in Figs. 10 and 11,
we can find that the hybrid TV-based cFT-HTpV can efficiently
reduce the staircase effect, which is brought in by the first-
order-based TV methods. The smooth performance of MAP-S
on the homogeneous regions is not as good as NL-based
methods, as shown in Fig. 10(e). By observation, the POTDF
introduces some pointwise artifacts in the despeckled results,
which can be seen in Fig. 10(f). Besides, the POTDF may
also oversmooth the image and cause some details to be
lost, as shown in Fig. 11(f), where some weak objects,
especially the road details, are neglected. Besides, we can
also find that the SAR-BM3D, NL-SAR, and FANS have
less ability to smooth image in homogeneous regions than
other methods, which can be clearly seen in Fig. 11(h)–(j).

2Data processed by Sandia National Laboratories, http://www.sandia.gov
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Fig. 10. Despeckling results on Building data set: a three-look SAR image sensed by MiniSAR with image size 256 × 256. (a) Original speckled image.
(b) SDD. (c) MIDAL. (d) BS-TV. (e) MAP-S. (f) POTDF. (g) PPB. (h) SAR-BM3D. (i) NL-SAR. (j) FANS. (k) FT-WNNM. (l) SAR-CNN. (m) cFT-HTpV.
The white boxes in (a) are the selected homogeneous regions for computing ENL.

Fig. 11. Despeckling results on Coast data set: a five-look SAR image sensed by Sentinel-1 with image size 256×256. (a) Original speckled image. (b) SDD.
(c) MIDAL. (d) BS-TV. (e) MAP-S. (f) POTDF. (g) PPB. (h) SAR-BM3D. (i) NL-SAR. (j) FANS. (k) FT-WNNM. (l) SAR-CNN. (m) cFT-HTpV. The white
boxes in (a) are the selected homogeneous regions for computing ENL.

Fig. 12. Despeckling results on Town data set: a single-look SAR image sensed by Sentinel-1 with image size 286 × 241. (a) Original speckled image.
(b) SDD. (c) MIDAL. (d) BS-TV. (e) MAP-S. (f) POTDF. (g) PPB. (h) SAR-BM3D. (i) NL-SAR. (j) FANS. (k) FT-WNNM. (l) SAR-CNN. (m) cFT-HTpV.

Visually, the PPB, FT-WNNM, SAR-CNN, and cFT-HTpV
can obtain better results in these two data sets with better
speckle reduction in homogeneous regions and better detail

preservation. To further test the abilities of these meth-
ods, we use a more challenging single-look data set, which
includes roads, buildings, land, mountains, and lakes, as shown
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Fig. 13. Ratio images of different methods on three data sets. The top two lines, the middle two lines, and the bottom two lines correspond to the Building,
Coast, and Town data sets, respectively. (a) SDD. (b) MIDAL. (c) BS-TV. (d) MAP-S. (e) POTDF. (f) PPB. (g) SAR-BM3D. (h) NL-SAR. (i) FANS.
(j) FT-WNNM. (k) SAR-CNN. (l) cFT-HTpV.

in Fig. 12. By comparing the despeckled images, it can be
found that the SDD, MIDAL, and POTDF are not as good
as other methods in edge preserving, and the SAR-BM3D
and FANS cannot suppress the speckle well in this

complicated scene as other methods, such as FT-WNNM,
SAR-CNN, and cFT-HTpV. In addition, the PPB despeckled
image in Fig. 12(g) shows some undesirable artifacts and
presents some blocky patterns. On the whole, the cFT-HTpV
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Fig. 14. Empirical versus theoretical speckle pdfs in the selected homoge-
neous regions. The fitted Gamma distribution parameters of the two regions
in Building are α1 = β1 = 3.5316 and α2 = β2 = 3.1950, respectively, where
α is the shape parameter and β is the rate parameter of the Gamma
distribution. The theoretical Gamma distribution parameter of these two
regions in Building is α = β = 3. For the two homogeneous regions selected
in Coast, the fitted Gamma distribution parameters are α1 = β1 = 4.9531
and α2 = β2 = 5.0030, respectively, where the theoretical parameters are
α = β = 5.

has satisfactory performance in speckle removal and detailed
maintenance. Meanwhile, in the Town data set, the ratio detec-
tor in cFT-HTpV can accurately detect strong scattering points,
especially the “cross bright spots” in the image, which has
very high radiation reflectivity. However, for the rectangular
white area with high radiometric reflectivity around the center
of the image, the ratio detector fails to detect it. In this case,
a simple improved method is to filter out the edges with large
gradient value by thresholding method and then put them into
the index set Id

s .
Fig. 13 presents the ratio images for these data sets. As can

be seen from Fig. 13(a)–(e), the SDD, MIDAL, BS-TV,
MAP-S, and POTDF show obvious edges and structures in
the radio images, which means that some edges or details are
oversmoothed. In the ratio images of NL-SAR, SAR-CNN,
and cFT-HTpV, there are no obvious structures and patterns
as other methods, which shows good edge-preservation ability.

In order to further compare the effects of these meth-
ods, the quantitative comparison in terms of ENL and MoR
image is reported in Table V. The homogeneous area used to
calculate the ENL is indicated by rectangular boxes in the
Figs. 10(a) and 11(a). They are 25 × 25 pixel squares.
In Fig. 14, we plot the histogram of each selected homoge-
neous region [normalized by X̃/mean

(
X̃
)
] and the correspond-

ing fitted pdfs that obey the Gamma distribution. From this,
we can see that the empirical speckle distribution fits very well
with the theoretical one with some small deviations probably
due to the insufficient sample (625 pixels) and the original
SAR data geocoding. A high value of ENL indicates a strong
ability to remove speckles in homogeneous areas. MoR can
measure the degree of radiometric preservation [44]. If MoR
is close to the ideal value 1, it shows that the method has
good radiometric preservation ability. Combining Table V and
Fig. 13, we can find that the MAP-S and SAR-BM3D can pre-
serve the radiometric well with MoR relatively closing to the

TABLE V

QUANTITATIVE MEASURES ON THE BUILDING AND
COAST DATA SETS OF DIFFERENT METHODS

TABLE VI

QUANTITATIVE MEASURES OF CFT-HTPV WITH

DIFFERENT NORMS ON THE NIMES DATA SETS

ideal value. However, the ENL of MAP-S and SAR-BM3D are
smaller than other methods, which means that the MAP-S and
SAR-BM3D have poor speckle reduction performance in the
homogeneous areas. The MoR values of SDD, MIDAL, and
POTDF deviate more from the ideal value than other methods,
which means that there exits heavier radiometric distortion.
Among all these comparing methods, the FT-WNNM and
cFT-HTpV achieve better results in terms of removing speckle
in homogeneous areas while preserving the radiometric well.
However, the cFT-HTpV is more efficient than FT-WNNM,
as shown in Section III-F. Based on the abovementioned
analysis, the proposed cFT-HTpV can achieve quite compa-
rable or better performance in terms of speckle suppression,
radiometric preservation, detail preservation, and visual effect
at the same time.

E. Test of Different Norms p

In order to investigate the performance of the nonconvex
HTpV model under different norms, we test the proposed
cFT-HTpV with p = 1, 0.7, 0.5, 0.2 on the Nimes data set.
Fig. 15 shows the original image, the noisy image with L = 4,
and the despeckled images with different p’s. Table VI reports
the quantitative measures for comparing. From Fig. 15 and
Table VI, we can find that when p is small (e.g., p = 0.2),
the model has strong ability of noise removing. Thus, it has a
large ENL in the homogeneous regions. However, some details
are oversmoothed and lost. This is mainly due to the fact that
a smaller p can induce a sparser solution in the first- and
second-order TV domains. Such strong sparse constraint can
smooth the noise very well in the homogeneous regions, but,
at the same time, it will remove some important details. With
the increase in p, the ability of HTpV to preserve the details
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TABLE VII

COMPUTATIONAL TIME (SECONDS) OF DIFFERENT METHODS

Fig. 15. Despeckling results of cFT-HTpV with different norms on the
Nimes data set. (a) Original image with size 512 × 512. (b) Speckled image
with L = 4. (c) cFT-HTpV with p = 1. (d) cFT-HTpV with p = 0.7.
(e) cFT-HTpV with p = 0.5. (f) cFT-HTpV with p = 0.2. The white boxes
in (a) are the selected homogeneous regions for computing ENL.

is stronger, but the ability to reduce the speckle is weaker.
Therefore, we can set p = 0.7 as a compromise choice.

F. Comparison of Computational Time

The main space and time complexity of the cFT-HTpV
is concentrating on the process of solving FT-HTpV (see
Algorithms 1 and 2). For the space complexity, storing the
difference operators Ch and Cv requires O(2S) each, storing
Chh and Cvv requires O(3S) each, storing Chv or Cvh requires
O(4S), and storing the matrix A requires O(13S). We can find
that the space complexity of the proposed algorithm is very
low. For the time complexity, we assume that the numbers
of external and internal iterations are k and n, respectively.
Taking Algorithm 1 for example, the following holds.

1) Updating b: As the matrix dexpY−Xk
is a diagonal

matrix, updating b requires O(kS).
2) Updating A: As W in (A.7) is a diagonal matrix, each

update of matrix W requires O(S2
)

for calculating
CX in (A.2), and each update of matrix A requires
O(S3

)
for calculating G in (A.6). Then, updating A

requires O(knS3
)
.

3) Calculating X: As we applying the efficient PCG
method to solve the linear system (23), therefore, updat-
ing X requires O(knipcgS2

)
, where ipcg is the iteration

number of the PCG method (its upper bound is set to
100 in the experiment).

Although the complexity of the algorithm is very
high in the abovementioned theoretical analysis, which
requires O(knS3

)
, in practice, it does not need a long

computational time. The main reason is that the matrices

of W, G, and A are all sparse and symmetric, which can
greatly reduce the calculation time. For example, since there
are only 2S nonzero elements in matrix Ch , it only requires
O(S) for calculating the multiplication ChX in (A.2). Mean-
while, we adopt the nmAPG framework to accelerate the algo-
rithm, which can effectively reduce the number of iterations,
thus further reducing the computational time.

Table VII reports the CPU times of different methods. The
FANS outperforms all others in computational time. The two
most time-consuming methods are the FT-WNNM and BS-TV
mainly because of their high complexities on the NL rank
minimization process and the graph-cuts method, respectively.
The proposed cFT-HTpV is in the middle level of time
consumption by using the efficient matrix-vector approach and
the nmAPG framework. It takes less time than BS-TV, FT-
WNNM, MIDAL, and SAR-BM3D but more time than FANS
and SDD.

IV. CONCLUSION

In this article, we propose a new SAR image despeckling
method by using a step-by-step framework. It first divides the
image into strong scattering points and nonstrong scattering
points and then uses the FT-HTpV model to remove the
speckle. Because it is based on the FT distribution character-
istics of noise, it has better data fidelity than the least-squares
form data fidelity term. More importantly, this model also uses
the �p-norm of hybrid TV as the regularization, which inherits
the advantages of the nonconvex regularization and the higher
order TV regularization. Therefore, this new model effectively
removes the speckle while preserving edges and reducing stair-
case artifacts well. To solve the FT-HTpV algorithm efficiently,
we choose the nmAPG framework and use a matrix-vector
strategy to accelerate the algorithm. Extensive experiments
on both the simulated and real SAR images demonstrate the
effective performance of the proposed cFT-HTpV, which can
achieve quite comparable or better performance in terms of
speckle suppression, radiometric preservation, detail preserva-
tion, visual effect, and solving efficiency at the same time
by comparing with some state-of-the-art methods. Mean-
while, this article mainly focuses on single-polarization SAR
image despeckling, but the framework proposed in this article
can also be extended to polarimetric SAR (PolSAR) data.
For example, we can replace the ordinary TV regulariza-
tion term with the proposed classification-based HTpV in
the Wishart-TV (WisTV)-based model [64] for PolSAR data
speckle reduction, or we can embed the classification-based
HTpV into the plug-and-play MuLoG scheme [65], which
includes the Gaussian denoisers within a multichannel SAR
speckle reduction technique. As the PolSAR has attracted more
and more attention, exploring the application of the proposed
model in PolSAR is an important work for us in the future.
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APPENDIX

SIMPLIFYING FT-HTPV MODEL

In order to transform the model (16) into matrix operation
form, we define two M × M banded circulant matrices D1,M

and D2,M as

D1,M =

⎡
⎢⎢⎢⎢⎢⎣

−1 1 0
0 −1 1

. . .
. . .

. . .

0 −1 1
1 0 −1

⎤
⎥⎥⎥⎥⎥⎦

D2,M =

⎡
⎢⎢⎢⎢⎢⎣

1 0 −1
−1 1 0

. . .
. . .

. . .

−1 1 0
0 −1 1

⎤
⎥⎥⎥⎥⎥⎦. (A.1)

Then, for X ∈ R
M×N , we have D+

v X = D1,M X, D+
h X =

XDT
1,N , D−

v X = D2,M X, and D−
h X = XDT

2,N . As X ∈ R
S also

represents the vectorized image, by defining the vectorize oper-
ator as vec(·), Ch = Ĩd

ns

(
D1,N ⊗ IM

)
, Cv = Ĩd

ns

(
IN ⊗ D1,M

)
,

Chh = Ĩd
ns

((
D2,N D1,N

)⊗ IM
)
, Chv = Ĩd

ns

(
D1,N ⊗ D1,M

)
,

Cvh = Ĩd
ns

(
D1,N ⊗ D1,M

)
, and Cvv = Ĩd

ns

(
IN ⊗ (

D2,M D1,M
))

,
where Ĩd

ns ∈ R
S×S is a diagonal matrix with the diagonal

elements
(
Ĩd

ns

)
i,i

= (
vec

(
Id

ns

))
i
, we have

vec
(
Id

ns � (
D+

h X
)) = ChX

vec
(
Id

ns � (
D+
v X

)) = CvX

vec
(
Id

ns � (
D−+

hh X
)) = ChhX

vec
(
Id

ns � (
D++

hv X
)) = ChvX

vec
(
Id

ns � (
D++
vh X

)) = CvhX

vec
(
Id

ns � (
D−+
vv X

)) = CvvX. (A.2)

Substituting (A.2) into (16), we have

E(X) =
S∑

i=1

L
(
xi + eyi−xi

)+ λβ
(‖ChX‖p

p + ‖CvX‖p
p

)
+λ(1 − β)

(‖ChhX‖p
p + ‖ChvX‖p

p

+‖CvhX‖p
p + ‖CvvX‖p

p

)
=

S∑
i=1

L
(
xi + eyi−xi

)+ λβ
(|(ChX)i |p + |(CvX)i |p

)
+λ(1 − β)

(|(ChhX)i |p + |(ChvX)i |p

+|(CvhX)i |p + |(CvvX)i |p
)
. (A.3)

Inspired by the method in [38], we use an approxi-
mation strategy to estimate the p-power function |t|p as
t2
(|t|2−p + ε

)−1
, where ε > 0 is a small positive constant

to control the approximation accuracy. It is easy to find that

0 ≤ t2

|t|2−p + ε
< |t|p

lim
ε→0

t2

|t|2−p + ε
= |t|p. (A.4)

Applying this approximation strategy to (A.3), model (A.3)
can be rewritten in a matrix-vector form as

E(X) = L
〈
X + eY−X, 1S×1

〉+ XT GX (A.5)

where the matrix G is

G = λβ
(
CT

h WhCh + CT
v WvCv

)
+λ(1 − β)

(
CT

hhWhhChh + CT
hvWhvChv

+CT
vhWvhCvh + CT

vvWvvCvv

)
(A.6)

and Wh , Wv , Whh , Whv , Wvh , and Wvv are all S×S diagonal
matrices with the diagonal elements defined as

(Wh)i,i = (|(ChX)i |2−p + ε
)−1

(Wv)i,i = (|(CvX)i |2−p + ε
)−1

(Whh)i,i = (|(ChhX)i |2−p + ε
)−1

(Whv )i,i = (|(ChvX)i |2−p + ε
)−1

(Wvh)i,i = (|(CvhX)i |2−p + ε
)−1

(Wvv )i,i = (|(CvvX)i |2−p + ε
)−1
. (A.7)

It should be noted that although Chv = Cvh and Whv = Wvh ,
we still express them separately for the sake of the integrity.
Therefore, we obtain a very simple expression of E(X) as
in (A.5)
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