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Abstract— Change detection (CD) of remote sensing images is
an important and challenging topic, which has found a wide range
of applications in many fields. In particular, one of the main
challenges is to detect changes between heterogeneous images,
where the difference in imaging mechanism makes it difficult
to carry out a direct comparison. In this article, we propose
an unsupervised CD framework based on the patch similarity
graph matrix (PSGM), which assumes that the patch similarity
graph structure of each homogeneous or heterogeneous image
is consistent if no change occurs. First, it learns the PSGM of
one image based on the self-expressive property, which can be
interpreted as containing the edges of the fully connected graphs
with each image patch as a vertex. Then, the change level depends
on how much one image still conforms to the similarity graph
structure learned from the other image. Meanwhile, the change
map can be further optimized by using the prior sparse knowl-
edge that only a small part of the image changed and most areas
remain unchanged. Experiments with both homogeneous and
heterogeneous data sets demonstrate the effective performance
of the proposed PSGM-based CD method.

Index Terms— Heterogeneous data, similarity graph matrix,
sparse regularization, unsupervised change detection (CD).

I. INTRODUCTION

A. Background

THE change detection (CD) of remote sensing images is
a process of analyzing the differences between images

to identify changes of an object or phenomenon that have
occurred in the same geographical area at different times.
CD is a very important topic in remote sensing images process-
ing, which plays a key role in many real-world applications,
such as disaster relief, agriculture survey, urban planning, and
military monitoring [1]–[3].

Generally, CD techniques can be divided into two categories
based on homogeneous and heterogeneous images according
to imaging modalities, where homogeneous images refer to
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images coming from the same imaging modality satellite
sensor(s), e.g., radar or optical sensors, and the heterogeneous
images refer to images acquired from sensors with disparate
imaging modalities. In this article, we propose a new method
for remote sensing CD, which can be applied to both homol-
ogous and heterologous CD tasks (with special attention to
heterogeneous CD).

The procedure of traditional CD in homologous images
(both synthetic aperture radar (SAR) or optical images) can
be divided into three steps: image preprocessing, difference
image (DI) generation, and analysis of DI [4]. According
to the second and third steps, the current CD in homolo-
gous images can be roughly grouped into four categories:
1) image arithmetical operation: image differencing (usually
for optical images) and image-ratio/log-ratio (usually for SAR
images) [5] have been widely used to highlight changes;
2) image transformation: the original data set is transformed
into another space to highlight changes [6], [7]; 3) image
classification: postclassification methods compare results of
classification to generate CD maps; and 4) other advanced
methods: new techniques, such as the deep learning-based
methods, have been also introduced into CD task [8]–[13].

Recently, the heterogeneous CD has attracted a growing
interest due to the huge amount of heterogeneous data from
the existing earth-observing satellites with the development of
remote sensing technology. Especially, it is of great practical
significance for immediate evaluation and emergency disasters.
In such scenarios (e.g., earthquake or flood), the preevent
SAR image is usually unavailable, and the preevent optical
image can be obtained from archived data of remote sensing
platforms, whereas only the postevent SAR image can be
available because of the weather constraints, such as cloud or
sunlight. Despite its undeniable potential, there are relatively
few works that have been devoted to heterogeneous CD tasks
compared with the homogeneous CD task. As different sensors
provide different descriptions on the same truth and show
different characteristics, the heterogeneous CD invalidates
the assumptions of the same measured physical quantities,
the same signature class, and the same data statistical behavior
(an example is shown in Fig. 11), which are often used in

1The first pair of optical-SAR images is provided by Image Processing
Research Group, University Federico II of Naples, at www.grip.unina.it.

0196-2892 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

https://orcid.org/0000-0002-1828-0392
https://orcid.org/0000-0002-7106-5528
https://orcid.org/0000-0002-2406-3781


4842 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 59, NO. 6, JUNE 2021

Fig. 1. Two pairs of optical-SAR images. (a) Images acquired over
Rosenheim, Germany. (b) Images acquired over Wuhan, China. Both SAR
images are acquired by TerraSAR-X, and both optical images are provided
by Google Earth Pro. From these two pairs of optical-SAR images and
five enlarged regions, we can see that different sensors provide different
descriptions on the same truth and show different characteristics.

homologous CD methods. Therefore, it is more difficult to
obtain the DI for the heterogeneous CD. According to the
different methods for generating the binary map, the existing
heterogeneous CD methods can be roughly divided into three
categories.

The first is the classification-based methods [14]–[17].
These methods first classify the images, transform the hetero-
geneous images into the same category space, and then com-
pare them to detect changes. Among them, postclassification
comparison (PCC) is the most widely used method [14], [15].
However, PCC often suffers from error propagation or error
accumulation [18]. To alleviate this problem, the method based
on multitemporal segmentation and compound classification
(MS-CC) [16], [17] have been proposed recently. However,
as shown in these articles, image segmentation will affect the
accuracy of CD, especially the segmentation is very difficult
in the SAR image.

The second is the deep learning-based methods [19]–[23].
Because of the outstanding capabilities in efficient feature
learning, the convolutional neural networks (CNNs) and
stacked denoising autoencoders (SDAEs) have been used
in heterogeneous CD to infer spatial information from the
data and learn new representations, such as the symmetric
convolutional coupling network (SCCN) [19] and approx-
imately symmetrical deep neural network (ASDNN) [20].
Meanwhile, the translation network can also be used to
translate the two heterogeneous images into homogeneous
ones, such as the conditional generative adversarial network
(cGAN) [23]. However, there are two major flaws in these
deep learning-based methods: the process of training networks
is time-consuming, and it requires a lot of pairs of unchanged
heterogeneous images to construct training set, which needs
a high cost of manual operation in practice when the method
uses supervision mode or needs a more complicated training
process to construct an iterative coarse to fine filter for the
training samples when it uses unsupervision mode.

The third is the traditional DI-based methods that use
other methods to obtain the DI different from the deep

learning-based methods and can be roughly divided into
parametric- [24]–[26], nonparametric- [27]–[32], and the
regression-based [33], [34] approaches. In parametric tech-
niques, a mixture (or set) of multivariate distributions are
generally used to model the joint statistics or the dependencies
between the heterogeneous images, such as the copula theory
and Kullkack–Leibler (KL) distance-based method [24], local
joint distributions and manifold learning-based method [25],
and the Markov model for multimodal change detection
(M3CD) method [26]. In nonparametric techniques, some
imaging modality-invariant operators are designed to highlight
the changes, such as the different forms of pixel pair difference
used in [28]–[30] and sparse representations of two coupled
dictionaries learned from each observed image [31], [32].
In regression-based techniques, an operation similar to image-
to-image translation is used to predict how every pixel in one
image domain would appear in the other image domain, such
as the supervised homogeneous pixel transformation (HPT)
method [33] and the unsupervised image regression framework
with pseudotraining data [34]. For the traditional DI-based
methods, two points are very important: one is how to accu-
rately explore the relationship between heterogeneous images;
the other is how to design change detection operators to make
full use of these relationships. Therefore, this kind of method
usually faces such difficulties: when the scene is complex
or the noise in the image is very serious (especially the
speckle noise of SAR image), these relationships are no longer
applicable or the designed operators cannot fully represent
the relationships between heterogeneous images, resulting in
a sharp deterioration in CD performance.

B. Motivation

From the abovementioned discussion, we can find that the
goal of these heterologous CD methods is to transform the
heterogeneous images to space where they can be directly
compared, such as the category space of classification-based
methods, the learned high-dimensional feature space of deep
learning-based methods, and the constructed feature space of
traditional DI-based method. When the direct comparison is
possible, methods for homogeneous CD can be used to extract
the changes.

Inspired by the self-expressive property [35], we pro-
pose a new method based on the patch similarity graph
matrix (PSGM) for both homogeneous and heterogeneous
CD tasks (more focus on heterogeneous CD), which belongs
to the family of above-cited traditional DI-based methods.
It is well known that a small patch in the image can be
approximately reconstructed by selecting similar patches in
an extended search window (or the whole image) based on
pathwise similarity, which is also the basis of the widely
used nonlocal denoising algorithms, such as probabilistic
patch-based (PPB) algorithm [36] and block-matching 3-D
(BM3D) [37]. Here, we employ this similarity-based recon-
struction to build the relationship between different images.

Although the same object shows different measurements
under different sensors resulting in incomparable pixel values
of heterogeneous images, the similarity relationship between
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patches in one image domain should be consistent with
that in another image domain. In other words, this patch
similarity between heterogeneous images can be transferred,
and then, the change level will depend on how much the
preevent (postevent) image still conforms to the similarity
graph structure learned from the postevent (preevent) image.
Therefore, the proposed similarity graph matrix-based CD
method mainly consists of two parts. First, it calculates
the corresponding PSGM for each input image (preevent or
postevent), which can be a single channel or multichannel,
such as different polarization modes in SAR images or differ-
ent bands in the optical image. For the similar matrix learning
of multichannel images, we use the strategy of multiview
fusion. Second, it measures the change level to obtain a pre-
liminary DI by multiplying one image with the learned PSGM
from the other image and calculating the difference. Further-
more, the prior information of sparse change is employed to
optimize the preliminary DI. This is because, in the preevent
and postevent images, most of the areas are unchanged, while
the proportion of the changed parts is very small. Then, with
this sparsity-induced DI, the binary CM can be treated as an
image binary segmentation problem, and many methods for
homogeneous CD can be used to extract the changes, such
as the Otsu thresholding, principal component analysis with
K-means (PCAKM) clustering [38], and the Gabor wavelets
with two-level fuzzy c-means clustering (GaborTLC) [7].

Compared with other CD methods, the main advantages of
the proposed model are as follows.

1) It is based on the widespread nature of image self-
similarity, so it has strong flexibility to process a wide
variety of different images (homogeneous or heteroge-
neous) without the main drawbacks of parameter mod-
els that require an explicit data distribution knowledge
(along with a corresponding complex parameter estima-
tion process), and it can be applied to some complex
scenes, where some other hypothetical relationships are
no longer applicable as shown in Section V.

2) It is unsupervised, and it can overcome the drawbacks
of some models that require a large and representative
training set (along with a heavily supervised training
procedure or a complicated prescreening process of the
training set).

3) Because it uses patches as processing units rather than
individual pixels, the context information is naturally
used during the CD process. At the same time, the sparse
prior of changes is also employed to obtain the DI, so the
proposed method can reduce the impact of noise and get
a cleaner and more robust DI.

C. Contribution

The main contributions of this work are summarized as
follows.

1) We propose a novel CD framework based on the PSGM
with the self-expressive property, which measures the
change level between the preevent and postevent images
from how much one image still conforms to the graph
structure of the other image.

2) The proposed method can be applied to both heterol-
ogous and homologous CD tasks. For the heterolo-
gous images, it can establish the relationship between
them through a similar graph structure. For the homo-
geneous CD, because it makes use of the similarity
between image patches and the sparse prior knowledge
of changes, it can alleviate the impact of noise, espe-
cially in the SAR image, so it can obtain a better DI than
the direct difference method or ratio/log-ratio method.

3) The proposed CD framework is completely unsuper-
vised, and it makes no rigorous assumption, which can
be easily adapted for the data across different observa-
tion spaces and extended to other heterogeneous image
processing problems.

D. Outline and Notation

The overall structure of the study takes the form of
six sections, including this introductory section. Section II
describes the related similarity learning techniques. Section III
introduces the proposed method. Section IV is concerned
with some properties and extensions of the proposed method.
Section V presents the numerical results. In the end, we pro-
vide our conclusion in Section VI.

Here, we define our notation. We define the �1-norm,
�2,1-norm, and Frobenius norm of a matrix X * R

M×N as

�X�1 =
∑M

i=1

∑N
j=1 |xi, j |, �X�2,1 =

∑N
j=1 (

∑M
i=1 x2

i, j)
1/2

,
and �X�F = (

∑M
i=1

∑N
j=1 x2

i, j )
1/2, respectively. We define the

nuclear norm of matrix X as �X�7 =
∑

i Ãi , where Ãi is the
i th singular value of X. XT is defined as the transpose of X.
X g 0 means that all the elements of XT are nonnegative. IN

represents an N × N identity matrix.

II. PRELIMINARIES

In this section, we give a brief review of some related
similarity learning techniques, given a data matrix X =

[x1, x2, . . . , xn] * R
m×n with n data points and m features.

According to the self-expressive property, each data point
can be represented as a linear combination of other points.
In the widely used locally linear embedding (LLE) [39],
it reconstructs the original data by expressing each data point
by its K nearest neighbors, which can be written as

xi j
∑

j*N(i)

x j z j,i (1)

where N(i) represents the neighborhood and z j,i denotes the
weight between the j th and i th data points. If x j is quite
similar to xi , the weight coefficient z j,i should be large,
and vice versa. From this point of view, the z j,i can be
regarded as the similarity between the data points, and thus,
Z = [z j,i ] * R

n×n is also called similarity graph matrix
[40]. Rather than using the predefined neighborhood, Z can
be obtained by solving the following optimization problem:

min
Z

³ �X 2 XZ�2
F + f (Z) (2)

where f (Z) is a regularizer of Z and ³ is a balancing
parameter. As (2) uses all data points and determines the
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Z automatically according to the optimization result, it is
supposed to capture the global structure information of X.
This model has drawn significant attention and achieved
impressive performance in many applications, including face
recognition [41], subspace clustering [42], and semisupervised
learning [43].

III. PSGM-BASED CD

We consider two coregistered heterogeneous images
before (pre) and after (post) an event denoted as X̃ =

{x̃(m, n, c)|1 f m f M, 1 f n f N, 1 f c f CX} and Ỹ =

{ỹ(m, n, c)|1 f m f M, 1 f n f N, 1 f c f CY}, which are
acquired on the same geographical area by different sensors
at different times, respectively. Here, M , N , and CX (CY) are
the height, the width, and the number of channels of images,
respectively. As aforementioned in Section I, it is impossible
to directly compare their pixel values for detecting changes
on heterogeneous images, which is due to that different object
characteristics are described by different sensors. For this het-
erogeneous CD, a nature idea is to find a bridge (relationship)
between two images, which is consistent in unchanged areas
regardless of their completely different low-dimensional pixel
values and is obviously different in changed areas.

Based on the self-expressive property, a small patch in the
image can be approximately reconstructed by other similar
patches within this image. To exploit the nonlocal self-
similarity, first, image X̃ is divided into a number of nonover-
lapped squared patches with size p × p, and then, we vec-
torize and stack them into patch group matrix (PGM) X with
the size p2 × Np × CX, where Np = �M/p	 · �N/p	 with
�·	 representing an up rounding operation. For the image
Ỹ, we follow the same operation to obtain Y with the size
p2 × Np × CY. In this way, each patch pair of the original
images X̃ and Ỹ is still in the same position relationship in
the new PGM X and Y. Then, for the preevent image X̃,
we describe the global geometry of these patches by linear
coefficients that reconstructing each patch from its similar
patches, which can be characterized by the similarity graph
matrix Z between patches with X = XZ. The PSGM Z can
be interpreted as containing the edges of the fully connected
graphs with each patch in X̃ (or each column in X) as a vertex.
Therefore, the core idea of the proposed CD method is that
if there is no change between the two images, their patch
similarity should be consistent, and then, their PSGM can be
transferred as Y = YZ; conversely, if changes occur within
the patch area, then the patch similarity graph structure will
change. This can be illustrated in Fig. 2. Intuitively, the more
the changes occur in the i th patch Xi , the less structure of
this patch will be conformed by the corresponding patch
Yi , and then, the more error |Yi 2

∑Np

j=1 Y j z j,i | occurs in
the reconstruction process. Hence, the change level can be
quantified by how dissimilar between the original image Y

(or X) and the reconstructed image YZ (or XZ) based on the
learned PSGM from the other image X (or Y).

The proposed method consists of five steps: 1) preprocess-
ing; 2) PSGM learning; 3) DI generation; 4) DI optimization

Fig. 2. Illustration of patch similarity graph structure transmission.

Fig. 3. Framework of the proposed change detection method.

with sparsity regularization; and 5) binary CM generation with
clustering method. The framework is illustrated in Fig. 3.

A. Preprocessing

In the preprocessing, the main task is to generate the PGM
X and Y from the original images X̃ and Ỹ using the above-
described procedure, where the patch pairs of X̃ and Ỹ at the
same location are stacked with a one-to-one correspondence at
the same column in X and Y. Moreover, two aspects need to
be paid attention to in this process. First, for SAR images with
large dynamic range, logarithmic transformation can be used
to enhance the structures with small intensity values. Second,
when the noise is serious, some filtering operations can be
used. This is mainly for the SAR image, as well known,
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the imaging quality of the optical sensor is generally better
than that of the SAR sensor. SAR is inherently affected by
speckle noise [44], which strongly degrades the appearance
of images visually and diminishes the performances of sub-
sequent automated tasks. Thus, when the SAR image suffers
from serious speckle noise, some classical and useful filters,
such as the Lee filter [45], the Frost filter [46], and the Kuan
filter [47], can be selected to get better visual effect images and
make the relationship between image patches more obvious.
These two additional operations of logarithmic transformation
and despeckling filter can be added automatically as needed
by using simple discrimination.

B. PSGM Learning

To capture the global structure information of patches in
the preevent image, we need to solve the PSGM ZX with
the preprocessed X. Here, we consider two cases: the simple
single-channel case and the complicated multichannel case.

For the simple case, when the preevent image is single
channel, that is, CX = 1, we use the following optimization
for calculating ZX:

min
E,ZX

³ g(E) + �ZX�1

s.t. X = XZX + E, ZX g 0, diag(ZX) = 0 (3)

where ³ > 0 is a balancing parameter and E represents
unknown corruption. �ZX�1 is the sparse penalty term, which
is based on the fact that each patch can be reconstructed by a
few similar patches and other patches with little similarity have
no contribution to this reconstruction. g(E) represents the data
fidelity term, and it can be squared Frobenius norm, �1-norm,
or �2,1-norm. Especially, if the noise obeys the Gaussian
distribution, �E�2

F is more suitable; if random corruption,
such as the impulse noise, is assumed in the data, �E�1 is
usually adopted; and �E�2,1 is more suitable to characterize
sample-specific corruptions and outliers. Here, we also restrict
the reconstruction weights ZX to be nonnegative for ease of
interpretation, and the constraint diag(ZX) = 0 means that all
the diagonal elements of ZX are zero, which is used to avoid
the numerically trivial solution ZX = I.

Problem (3) can be efficiently solved by the alternating
direction method of multipliers (ADMM). To make the objec-
tive function (3) separable, we first introduce an auxiliary
variable J * R

Np×Np and rewrite the model (3) as its equivalent
form with auxiliary matrix

min
E,J

³ g(E) + �J�1

s.t. X = XZX + E, J = ZX, ZX g 0, diag(ZX) = 0. (4)

The corresponding augmented Lagrangian function of (4),
which is a combination of the Lagrangian and quadratic
penalty functions, can be written as

L(E, J, ZX, W1, W2, ¿)

= ³ g(E) + �J�1 + Tr
(

WT
1 (J 2 ZX)

)

+ Tr
(

WT
2 (X 2 XZX 2 E)

)

+
¿

2

{

�J 2 ZX�2
F + �X 2 XZX 2 E�2

F

}

s.t. ZX g 0, diag(ZX) = 0 (5)

where W1 and W2 are Lagrange multipliers, and ¿ > 0 is a
penalty parameter. Then, we can use the alternating direction
method (ADM) to solve the minimization of (5) by separating
it into E-subproblem, J-subproblem, and ZX-subproblem.

First, given the current points (Ek , Jk, Zk
X, Wk

1, Wk
2) at the

kth iteration, the minimization of (5) with respect to E can be
formulated as

Ek+1 = arg min
E

{

³ g(E) + Tr
((

Wk
2

)T (

X 2 XZk
X 2 E

))

+
¿

2
�X 2 XZk

X 2 E�2
F

}

. (6)

This can be solved by the proximal operator as

Ek+1 = prox ³
¿

g(Q
k) (7)

where Qk = X 2 XZk
X + (Wk

2/¿), and the proximal operation
is defined as

prox³g(D) = arg min
X

g(X) +
1

2³
�X 2 D�2

F . (8)

Depending on different regularization strategies, we have
different closed-form solutions for updating Ek+1. If we choose
g(E) = �E�2

F , we have

Ek+1 =
Qk

1 + 2³ /¿
. (9)

If we choose g(E) = �E�1, we can update Ek+1 as

Ek+1 = shrink

{

Qk,
³

¿

}

(10)

where shrink(X, ») denotes the elementwise soft shrinkage
operator given in [48] as

[shrink(X, »)]i, j = sign(xi, j) max{|xi, j | 2 », 0}. (11)

If we choose g(E) = �E�2,1 in [49], we have

[Ek+1]:,i = max

{

�Q:,i�2 2
³

¿

}

Q:,i

�Q:,i�2

(12)

where it follows the convention 0 · (0/0) = 0.
Second, with the fixed (Ek+1, Zk

X, Wk
1, Wk

2), the minimiza-
tion of (5) with respect to J can formulated as

Jk+1 = arg min
J

{

�J�1 + Tr
((

Wk
1

)T (

J 2 Zk
X

))

+
¿

2
�J 2 Zk

X�2
F

}

. (13)

Then, J can be updated elementwisely by

Jk+1 = shrink

{

Zk
X 2

Wk
1

¿
,

1

¿

}

. (14)

Third, with the fixed (Ek+1, Jk+1, Wk
1, Wk

2), we can update
Zk+1

X as

Zk+1
X

= arg min
ZX

{

Tr
((

Wk
1

)T (

Jk+1 2 ZX

))

+ Tr
((

Wk
2

)T (

X 2 XZX 2 Ek+1
))

+
¿

2

{

�Jk+1 2 ZX�2
F + �X 2 XZX 2 Ek+1�2

F

}}

.

(15)
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TABLE I

MAIN IMPLEMENTATION STEPS OF PSGM LEARNING

FOR SINGLE-CHANNEL IMAGE

By setting its first-order derivative to zero, we can
solve (15) by

Zk+1
X = (INp

+ XT X)21

×

(

XT (X 2 Ek+1) + Jk+1 +
Wk

1 + XT Wk
2

¿

)

. (16)

Finally, we update the Lagrangian multipliers as

Wk+1
1 = Wk

1 + ¿
(

Jk+1 2 Zk+1
X

)

(17)

Wk+1
2 = Wk

2 + ¿
(

X 2 XZk+1
X 2 Ek+1

)

. (18)

The complete procedure is outlined in Table I. As a matter
of fact, due to the columnwise independence property of ZX,
problem (5) can be easily accelerated by columnwisely parallel
solution.

For the multichannel case, that is, CX > 1, we take PSGM
ZX learning as a multiview fusion problem. Then, for each
channel of X, denote X(1), . . . , X(CX) as the CX views of
the same area, where the cth view matrix X(i) * R

p2×Np is
defined as X(i) = X(:, :, c). It is obvious that a straightforward
way is to stack up these channels into a new one and then
put it into the single-channel model (3). However, in this
way, the importance and uniqueness of different channels are
ignored, and when some unreliable channels are considered,
the learning performance will even degraded seriously. Here,
we combine these views linearly with autoweighting parame-
ters Ëc (c = 1, . . . , CX). For all views, we learn a unified
PSGM, which can be formulated by the following optimization
problem:

min
E,ZX,Ëc

³
∑

c

Ëcgc(E(c)) + �ZX�1

s.t. X(c) = X(c)ZX + E(c), ZX g 0, diag(ZX) = 0
CX
∑

c=1

Ë·
c = 1, Ëc g 0 (19)

where parameter · * (0, 1) is used to control the distribution
of weights for different views.

Similar to the single-channel case, we select the ADMM to
solve this minimization problem. By introducing the auxiliary
variable J * R

Np×Np and using the Lagrange multipliers
W1 and W2(c), the augmented Lagrangian function of (19)

can be written as

min
E(c),J,ZX,Ëc

{

L(E(c), J, ZX, Ëc, W1, W2(c))

:= �J�1 + Tr
(

WT
1 (J 2 ZX)

)

+
¿

2
�J 2 ZX�2

F

+
∑

c

³Ëcgc(E(c))

+ Tr
(

WT
2(c)(X

(c) 2 X(c)ZX 2 E(c))
)

+
∑

c

¿

2
�X(c) 2 X(c)ZX 2 E(c)�

2
F

}

s.t.
CX
∑

c=1

Ë·
c = 1 (20)

we can solve (20) by alternatively updating E(c), J, ZX,
and Ëc while fixing other variables as constant. Given the
current points (E(c), J, ZX, Ëc, W1, W2(c)) at the kth iteration,
the updating of E(c), J, and ZX is similar to Algorithm 1 in
Table I, which can be written as

Ek+1
(c) = arg min

E(c)

{

³Ëk
c gc(E(c)) +

¿

2
�X(c) 2 X(c)Zk

X 2 E(c)�
2
F

+ Tr
((

Wk
2(c)

)T (

X(c) 2 X(c)Zk
X 2 E(c)

))}

(21)

Jk+1 = arg min
J

{

�J�1+Tr
((

Wk
1

)T (

J2Zk
X

))

+
¿

2
�J2Zk

X�2
F

}

(22)

Zk+1
X = arg min

ZX

{

Tr((Wk
1)

T
(Jk+1 2 ZX)) +

¿

2
�Jk+1 2 ZX�2

F

+
∑

c

Tr
((

Wk
2(c)

)T (

X(c) 2 X(c)ZX 2 Ek+1
(c)

))

+
¿

2
�X(c) 2 X(c)ZX 2 Ek+1

(c) �2
F

}

. (23)

For Ek+1
(c) updating, it can be solved by the proximal operator as

Ek+1
(c) = prox ³

¿
Ëk

c gc

(

Qk
(c)

)

(24)

where Qk
(c) = X(c) 2 X(c)Zk

X + (Wk
2(c)/¿), and the closed-from

solutions of different gc can be obtained as (9), (10), and (12)
by replacing ³ with ³Ëk

c .
The Jk+1 updating is the same as in Algorithm 1, which can

be updated elementwisely by (14).
The Zk+1

X updating can be solved by setting its first-order
derivative to zero, and then, we have

Zk+1
X =

(

INP
+

∑

c

(X(c))
T

X(c)

)21

×

(

Jk+1 +
Wk

1

¿
+

∑

c

(X(c))
T
(X(c) 2 E(c))

+
(X(c))

T
Wk

2(c)

¿

)

. (25)

Then, we consider the autoweighting parameters Ëc. With
the fixed (E(c), J, ZX, W1, W2(c)), the optimization of (20)
with respect to Ëc can be simplified as the following problem:

min
∑

c

Ëcgc(E(c)) s.t.
CX
∑

c=1

Ë·
c = 1, Ëc g 0. (26)
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TABLE II

MAIN IMPLEMENTATION STEPS OF PSGM LEARNING

FOR MULTICHANNEL IMAGE

The Lagrange function of (26) is

L(Ëc) =
∑

c

Ëchc + »

(

1 2
∑

c

Ë·
c

)

(27)

where hc = gc(E(c)). By using the Karush–Kuhn–Tucker
(KKT) condition ("L(Ëc)/"Ëc) = 0 and the constraint
∑CX

c=1 Ë·
c = 1, the optimal solution of Ëc is

Ëc = h
1

·21
c

(

∑

c

h
·

·21
c

)2 1
·

. (28)

From (28), we can find that the channel with smaller recon-
struction error (hc) will get larger weighting coefficient, which
means that a reliable channel will play a greater role in
the PGSM learning process. We can also observe that when
· ³ 1, we will get equal weights, and when · ³ 0, we will
set the channel whose hc is the smallest to 1 and set the other
channels to 0. In Table II, we provide the complete algorithm
for the multichannel PSGM learning.

C. DI Generation

When we obtain the PSGM ZX that represents the structure
information of patches in the preevent image, we can measure
the change level by comparing the structure consistency of
the postevent image with that of the preevent image. For the
single-channel postevent image Ỹ, that is, CY = 1, we have
the forward DI as DIY = |Y 2 YZX|; for the multichannel
Ỹ, we calculate the reconstruction error of each channel as
DIY(c) = |Y(c) 2 Y(c)ZX|, and then, we fuse these errors to
obtain the DI as [DIY]i, j = (

∑CY

c=1 ([DIY(c) ]i, j)
2)1/2. After

the reverse operations of vectorizing and stacking, we reshape
the DIY with size p2 × Np back to the DI D̃ ĨY with
size M × N .

The backward DI D̃ ĨX that associates the preevent image X̃

with the postevent image PSGM ZY can be similarly obtained
as the generation of the forward DI. Then, the integrated DI
can be given by

D̃ Ĩ = D̃ ĨX + D̃ ĨY. (29)

D. DI Optimization With Sparsity Regularization

Based on the fact that most of the areas in the image are
unchanged and only a small part of them changed, then we
can use this prior sparsity to optimize the DI.

For the forward comparison, let the changed part be 

(c)
Y

for each channel Y(c); then, with the learned ZX, we have

Y(c) 2 

(c)
Y =

(

Y(c) 2 

(c)
Y

)

ZX + E (30)

where E represents the unknown corruption. According to
sparse constraints of 


(c)
Y , we have the following optimization

problem:

min
E,�

���1 + ³ gc(E)

s.t. Y(c) 2 

(c)
Y =

(

Y(c) 2 

(c)
Y

)

ZX + E, � = 

(c)
Y . (31)

By using the ADMM, the augmented Lagrangian function of
(31) can be formulated as

L
(

E,�,

(c)
Y , W1, W2

)

= ���1 + ³ gc(E) + Tr
(

WT
2

(

� 2 

(c)
Y

))

+ Tr(WT
1

((

Y(c) 2 

(c)
Y

)(

INp
2 ZX

)

2 E
)

)

+
¿

2

{

�
(

Y(c) 2 

(c)
Y

)(

INp
2 ZX

)

2 E�2
F + �� 2 


(c)
Y �2

F

}

(32)

where W1 and W2 are Lagrange multipliers. Given the current
point (Ek,�k,


(c)k
Y , Wk

1, Wk
2), the updating scheme is

Ek+1 = prox ³
¿

gc

(

(

Y(c) 2 

(c)k
Y

)

(INp
2 ZX) +

Wk
1

¿

)

(33)

�k+1 = shrink

{



(c)k
Y 2

Wk
2

¿
,

1

¿

}

(34)



(c)k+1
Y =

(

�k+1 + S1 2 Ek+1(INp
2 ZX)T

+
Wk

1(INp
2 ZX)T + Wk

2

¿

)

S2 (35)

Wk+1
1 = Wk

1 + ¿
(

(Y(c) 2 

(c)k+1
Y

)

(INp
2 ZX

)

2 Ek+1
)

(36)

Wk+1
2 = Wk

2 + ¿
(

�k+1 2 

(c)k+1
Y

)

(37)

where S1 = Y(c)(INp
2 ZX)(INp

2 ZX)T and S2 = (INp
+

(INp
2 ZX)(INp

2 ZX)T )21 in the 

(c)k+1
Y updating (35), and

the Ek+1 updating with the proximal operator has different
closed-form solutions for gc as in (7) based on different
strategies. Since the minimization problem (32) is convex,
the convergence of the ADMM can be guaranteed [50].
Meanwhile, although the calculation form for 


(c)k+1
Y updating

appears to be complicated, some formulas remain unchanged
during the update process, such as S1 and S2, so they can
be calculated off-line and stored in advance to reduce the
computational cost. After getting the change part 


(c)
Y of each

channel, we have the forward sparsity-induced DI 
Y as

[
Y]i, j =

(

CY
∑

c=1

([

(c)
Y ]i, j )

2

)1/2

. (38)

In summary, we present the alternating iterative algorithm
for minimization problem (32) in Table III (Algorithm 3).
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TABLE III

MAIN IMPLEMENTATION STEPS FOR GENERATING

SPARSITY-INDUCED DI

Similarly, we can obtain the backward sparsity-induced DI

X by using Algorithm 3 with the preevent image X and the
learned ZY. Then, the sparsity-induced integrated DI can be
given by


 = 
X + 
Y. (39)

E. Binary CM Generation

After the sparse DI is obtained, the CD can be treated as an
image binary segmentation problem. The clustering method
is widely used for its simplicity and effectiveness, which
is a process of grouping a set of features into meaningful
clusters. In order to extract the features, PCA [38], compressed
projection [51], and Gabor wavelets [7] are often used. Then,
the clustering methods, such as K-means clustering [52] and
fuzzy c-means (FCM) clustering [53], are often employed to
obtain the final result. In this article, we select the PCAKM
algorithm [38] to obtain the final binary CM.

IV. EXTENSIONS

In this section, we discuss some properties of the proposed
CD method and simply extend this model to other remote
sensing image processing problems, which can enlarge the
application scope of the proposed algorithm.

A. Complexity Analysis

The main computational complexity of the proposed PSGM-
based CD method is concentrating on the process of PSGM
learning (Algorithm 1 or 2) and DI optimization with sparsity
regularization (Algorithms 3). Because the iterative schemes
of these algorithms are similar, we only analyze one of them
and take Algorithm 1 as an example.

1) Updating E: As the proximal operation has closed-form
solutions for these three types of g(E), updating E

requires O(p2 N2
p) for the matrix multiplication.

2) Updating J: As J can be updated element wisely by the
soft shrinkage operator in (14), it requires O(N2

p).
3) Updating ZX in (16): The matrix inversion of

(INp
+ XT X)21 requires O(N3

p), the matrix multiplica-
tion in brackets of XT (X 2 E) requires O(p2 N2

p), and
the matrix multiplication outside the brackets with the

inverse matrix requires O(N3
p). Then, updating ZX needs

O(N3
p). However, as (INp

+ XT X)21 can be simplified
by the Sherman–Morrison–Woodbury formula as

(INp
+ XT X)21 = INp

2 XT (Ip2 + XXT )21X (40)

and it can be calculated off-line in advance, the compu-
tational cost of updating ZX can be greatly reduced.

4) Updating Lagrangian Multipliers W1 and W2:

It requires O(p2 N2
p).

Although the complexity of the algorithm is very high
in the abovementioned theoretical analysis, which requires
O(N3

p), some acceleration methods can be used, such as the
accelerated linearized ADMM [54]. Meanwhile, as mentioned
earlier, the PSGM learning process can also be accelerated by
adopting the columnwisely parallel solution.

B. Extending to Low-Rank Model

To exploit the structure information of the patches, we solve
the PSGM with sparse regularization, which encourages patch
reconstruction from the similar patches. Meanwhile, take the
preevent image for example, for each patch in X̃ (e.g., col-
umn Xi ), it has many similar patches in X̃ (e.g., columns X j ),
and then, the reconstruction forms of these similar patches
should also be similar, that is, the i th and j th columns in
ZX have similar expressions. From this, we can infer that the
PSGM ZX should have low rank property. Replacing sparse
regularization �ZX�1 with low rank regularization �ZX�7,
model (3) can be rewritten as

min
E,ZX

³ g(E) + �ZX�7

s.t. X = XZX + E, ZX g 0, diag(ZX) = 0 (41)

which can be solved by using the same framework as
Algorithm 1, except that the J-subproblem becomes

Jk+1 = arg min
J

{

�J�7 +� Tr
((

Wk
1

)T (

J 2 Zk
X

))

+
¿

2
�J 2 Zk

X�2
F

}

. (42)

Then, we can update Jk+1 by the singular value thresholding
function as [55]

Jk+1 = Ushrink

{

�,
1

¿

}

VT (43)

where U�VT is the singular value decomposition (SVD) of
Zk

X 2 (Wk
1/¿), and the soft shrinkage operator is defined

in (11). Then, we can obtain a low-rank PSGM. However,
since SVD is required to compute (43), it increases the
computational cost, which makes the method limited to small-
scale images.

C. Extending to Other Applications

First, as the PSGM represents the structure information of
patches, it can obviously be applied to remote sensing image
clustering. Take the optical image for example, once we learn
the PSGM Z by using Algorithm 2, and then, we can obtain
the symmetrized matrix W = (Z + ZT )/2, and the spectral
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clustering algorithm [56] can be applied to W to get the
patch-based clustering results. This model is different from
the graph-based clustering method proposed in [57], where it
takes each pixel as a vertex and the corresponding values of all
spectral bands as a feature vector. However, here, we take each
patch as a vertex and the pixel values as a feature vector, so this
method can be applied to unsupervised single or multichannel
remote sensing image classification.

Second, the PSGM can also be used in the remote sensing
image regression. Suppose that we have some patch pairs-
based training data set as T = {(Xi , Yi )|i * t }, and then,
we need to predict the rest patches {Y j | j * p} with known
{X j | j * p}. One possible method is to learn the PSGM ZX

with model (3) but set the j th row ( j * p) of the ZX to be
zero. We can use Ŷ j =

∑

i*t
Yi z j,i to obtain the preliminary

predictive value of Y j and then further employ other correction
processing to make it closer to the real value.

V. EXPERIMENTAL ANALYSIS

In this section, simulations are performed to demonstrate
the proposed conclusions and evaluate the performance of the
proposed PSGM-based CD method. The data fidelity term
g(E) is selected according to different situations. In general,
for the optical image, we choose the squared Frobenius
norm; for the SAR image, we choose the �1-norm. For the
ADMM frameworks, we stop the program when a maximum
of 100 iterations, or a relative difference of 1025 is reached;
for other parameters used in the proposed method, we will
stay in Section V-D for detailed analysis.

A. Experiments on Heterogeneous Data Sets

To evaluate the efficiency of the proposed model, we first
validate it on three real pairs of heterogeneous remote sensing
images.

1) The first heterogeneous data set consists of two near-
infrared (NIR) band images and one optical image
(Sardinia, Italy), as shown in Fig. 4. The two NIR band
images, with 300 × 412 × 1 pixels, are acquired by
Landsat-5 in September 1995 and July 1996, respec-
tively; whereas the optical image, with 300 × 412 ×

3 pixels, is obtained from Google Earth with red, green,
and blue bands in July 1996. The data set represents the
expansion of the Lake Mulargia, as shown in Fig. 4(d).

2) The second data set is a pair of SAR/optical satellite
images (Shuguang Village, Dongying, China), as shown
in Fig. 5. The SAR image, with 593 × 921 × 1 pixels,
is taken by the Radarsat-2 with the C-band in June 2008;
whereas the optical image, with 593 × 921 × 3 pixels,
is acquired from Google Earth with red, green, and
blue bands in September 2012. The data set represents
the changes of land use in the farmland, as shown
in Fig. 5(c), which is generated by a manual annotation
that combines expert knowledge and prior information.

3) The third data set is a pair of SAR/optical satellite
images (Wuhan, China), as shown in Fig. 6. The SAR
image, with 495 × 503 × 1 pixels, is taken by the
Radarsat-2 with the C-band in June 2008; whereas the

Fig. 4. Sardinia data set. (a) NIR band image acquired in
September 1995. (b) NIR band image acquired in July 1996. (c) Optical
image acquired in July 1996. (d) Ground-truth image representing the changes
between (a) and (c).

Fig. 5. Shuguang data set. (a) SAR image acquired in June 2008. (b) Optical
image acquired in September 2012. (c) Ground-truth image.

Fig. 6. Wuhan data set. (a) SAR image acquired in June 2008. (b) Optical
image acquired in November 2011. (c) Ground-truth image.

optical image, with 495 × 503 × 3 pixels, is acquired
from Google Earth with red, green, and blue bands in
November 2011. The data set represents the changes in
new buildings and roads, as shown in Fig. 6(c), which
is generated through the on-the-spot investigation.

In the first experiment, we test the proposed model on the
Sardinia and Shuguang data sets to verify the effectiveness of
the PSGM. We first show that for the images of the same object
obtained from different sources, although their pixel values
representing distinct characteristics are different, their image
patch similarity structure is consistent. Using the Sardinia data
set, we set the NIR image acquired in July 1996 to be X and set
the optical image acquired in the same time to be Y (denote the
red, green, and blue bands as Y(1), Y(2), and Y(3), respectively).
Fig. 7 shows the original X, Y and the reconstructed XZX,
YZX, XZY, and YZY in detail. By comparing X and Y with
the XZX and YZY in Fig. 7, it can be shown that the learned
PSGM fully contains the structure information of the original
image, and it is a good proof of self-similarity as the error
of reconstruction X 2 XZX (and Y 2 YZY) is very small.
By comparing X, Y with XZY and YZX in Fig. 7, we can
find that the patch similarity structure between heterogeneous
images is consistent. For further illustration of PSGM, Fig. 8
shows the histograms of the white regions in Fig. 7 (white
rectangle boxes) as a comparison. From Fig. 8, we can find that
the PSMG can establish a connection between heterogeneous
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Fig. 7. PSGM reconstructed images on the Sardinia data set. (a1)–(e1) Original X, Y(1), Y(2), Y(3), and Y, respectively. (a2)–(e2) PSGM ZX reconstructed
XZX , Y(1)ZX, Y(2)ZX , Y(3)ZX , and YZX , respectively. (a3)–(e3) PSGM ZY reconstructed XZY , Y(1)ZY , Y(2)ZY, Y(3)ZY , and YZY , respectively.

Fig. 8. Histograms comparison of the reconstructed image on the Sardinia data set. (From top to bottom row) Histograms of regions 1–3 indicated by
the white rectangular boxes in Fig. 7. (a1)–(c3) Comparisons of the histograms in each band of Y. (d1)–(d3) Comparisons of the histograms with the gray
scale of Y.

images, which also proves that it can be used for remote
sensing image regression as mentioned in Section IV.

Then, we show that for the multitemporal images obtained
from different sources, the PSGM reconstructed image can
keep consistent for unchanging areas and has strong dif-
ferentiation for changing areas. Similar to Figs. 7 and 8,
Figs. 9 and 10 show the PSGM reconstructed images and

the detailed histograms for the Shuguang data set, where the
preevent SAR image is set to be X and the postevent optical
image is set to be Y (denote the red, green, and blue bands
as Y(1), Y(2), and Y(3), respectively). From Fig. 9, it can be
seen that the PSGM reconstructed images YZX and XZY are
similar with the original images Y and X in the unchanged
areas, respectively; whereas this similarity no longer exists
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Fig. 9. PSGM reconstructed images on the Shuguang data set. (a1)–(e1) Original X, Y(1), Y(2), Y(3), and Y, respectively. (a2)–(e2) PSGM ZX reconstructed
XZX , Y(1)ZX, Y(2)ZX , Y(3)ZX , and YZX , respectively. (a3)–(e3) PSGM ZY reconstructed XZY , Y(1)ZY , Y(2)ZY, Y(3)ZY , and YZY , respectively.

Fig. 10. Histograms comparison of the reconstructed image on the Shuguang data set. (From top to bottom row) Histograms of regions 1–3 indicated by white
rectangular boxes in Fig. 9. (a1)–(c3) Comparisons of the histograms in each band of Y. (d1)–(d3) Comparisons of the histograms with the gray scale of Y.

in the changed areas (indicated by red ellipses). This can be
further proved in Fig. 10, the histograms of YZX (or XZY)
and Y (or X) are very close in the selected unchanged
regions (1 and 2), as shown in the first and second rows.
However, the histograms of YZX (or XZY) and Y (or X) are
quite different in the selected changed regions (3), as shown in
the third row of Fig. 10, which means that the reconstruction
errors between YZX (or XZY) and Y (or X) can be used to
measure the change level between the heterogeneous images.

In the second experiment, we test the PSGM-based CD
method on the abovementioned three heterogeneous data sets
to obtain the DI and the binary CM. For the comparison
methods, we choose the KL divergence-based method [58],
the pixels’ pair (PP) method [30], [59], and the affinity matrix
distance (AMD) method [34] to compare the generation of DI.
The PP method computes differences between pixels in each
image separately, and then, the difference scores are compared
between images in pair to generate the DI. The AMD method
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Fig. 11. DIs and binary CMs on the Sardinia data set. (a) DI of KL. (b) DI
of PP. (c) DI of AMD. (d) DI of PSGM. (e) Sparse-induced DI of PSGM.
(f) Binary CM of M3CD. (g) Binary CM of SCCN. (h) Binary CM of
PSGM-PCAKM.

Fig. 12. DIs and binary CMs on the Shuguang data set. (a) DI of KL.
(b) DI of PP. (c) DI of AMD. (d) DI of PSGM. (e) Sparse-induced DI of
PSGM. (f) Binary CM of M3CD. (g) Binary CM of SCCN. (h) Binary CM
of PSGM-PCAKM.

Fig. 13. DIs and binary CMs on the Wuhan data set. (a) DI of KL.
(b) DI of PP. (c) DI of AMD. (d) DI of PSGM. (e) Sparse-induced DI of
PSGM. (f) Binary CM of M3CD. (g) Binary CM of SCCN. (h) Binary CM
of PSGM-PCAKM.

computes the patch-based affinity matrices AX and AY for two
heterogeneous images separately, where each element AX

i, j =

exp{2(�pX
i 2 pX

j �2
2)/(h

2)} represents the affinity between the
i th and j th pixels in the patch. Then, the Frobenius norm
f = �AX 2 AY �F is computed and assigned to all the pixels
in the patch, and the final change possibility of each pixel
can be obtained by averaging all the patch distances f that
covering this pixel. The performance of the DIs generated by
comparing methods can be assessed by the empirical receiver
operating characteristics (ROCs) curves, representing the esti-
mated pixelwise probability of detection (PD) as a function of
the probability of false alarm (PFA). In order to evaluate the
binary CM generated by PSGM-PCAKM, we also choose the

Fig. 14. ROC curves of DIs generated by different methods on the
heterogeneous data sets. (a) Sardinia. (b) Shuguang. (c) Wuhan.

Fig. 15. Bern, San Francisco, and Yellow River data sets. (Top row) Bern
data set. (a) Image acquired in April 1999. (b) Image acquired in May 1999.
(c) Ground-truth image representing the changes between (a) and (b).
(Middle row) San Francisco data set. (d) Image acquired in August 2003.
(e) Image acquired in May 2004. (f) Ground-truth image representing the
changes between (d) and (e). (Bottom row) Yellow River data set. (g) Image
acquired in June 2008. (h) Image acquired in June 2009. (i) Ground-truth
image representing the changes between (g) and (h).

M3CD method [26] and the deep learning-based SCCN [19]
for comparison. We use some quantitative parameters to
evaluate the final binary CM: false negatives (FNs), false
positives (FPs), the overall error (OE), the percentage correct
classification (PCC), and the Kappa coefficient (Kappa).

Figs. 11–13 show the DIs and binary CMs of all comparing
methods on the Sardinia, Shuguang, and Wuhan data sets,
respectively. Fig. 14 shows the ROC curves on different data
sets of the comparing methods. By comparing the PSGM-
based DI with other DIs in Figs. 11–13, we can find that the
PSGM highlights the changing part more than other methods,
which can also be shown in Fig. 14. Especially, in the Sardinia
and Shuguang data sets, the proposed PSGM can achieve a
much larger area under the curve than other methods, as shown
in Fig. 14(a) and (b). In addition, by comparing (d) and (e)
subfigures of Figs. 11–13, we can see that the sparsity-induced
DI of PSGM can effectively reduce the impact of noise and
other interference items and produce a difference map closer
to the real change.

As shown in Figs. 11–13, the binary CM produced by
PSGM is closer to the reference image, preserves more details
than M3CD and SCCN, and, thus, leads to a much less FN and
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Fig. 16. DIs and binary CMs on the Bern data set. (a) DI of direct difference. (b) DI of log-ratio. (c) DI of mean-ratio. (d) DI of SDCD. (e) DI of
PSGM. (f) Sparse-induced DI of PSGM. (g) Binary CM of PCAKM. (h) Binary CM of GaborTLC. (i) Binary CM of Ms-CapsNet. (j) Binary CM of CWNN.
(k) Binary CM of PSGM-PCAKM. (l) Binary CM of PSGM-CWNN.

Fig. 17. DIs and binary CMs on the San Francisco data set. (a) DI of direct difference. (b) DI of log-ratio. (c) DI of mean-ratio. (d) DI of SDCD. (e) DI of
PSGM. (f) Sparse-induced DI of PSGM. (g) Binary CM of PCAKM. (h) Binary CM of GaborTLC. (i) Binary CM of Ms-CapsNet. (j) Binary CM of CWNN.
(k) Binary CM of PSGM-PCAKM. (l) Binary CM of PSGM-CWNN.

TABLE IV

QUANTITATIVE MEASURES OF BINARY CMS ON THE

HETEROGENEOUS DATA SETS

larger Kappa value, as listed in Table IV. From Figs. 11–14 and
Table IV, we can find that the PSGM model gains effective
performance on the heterogeneous CD task.

B. Experiments on the Homogeneous Data Sets

1) Experiments on Homogeneous SAR Data Sets: Here,
we test the proposed PSGM-based CD method on three real
pairs of homogeneous SAR images.

The first data set of SAR images is from Bern, Switzerland,
in April and May 1999, acquired by the ERS-2 SAR sensor
with the size of 301 × 301 pixels. Fig. 15(a) and (b) shows
the two multitemporal SAR images, respectively. Fig. 15(c)
shows the ground truth of the CD map, which represents that
River Aare inundated parts of Bern, Thun, and the whole
airport in Bern.

The second data set is from San Francisco, in August 2003
and May 2004, acquired by the ERS-2 SAR sensor with the
size of 256 × 256 pixels, as shown in Fig. 15(d) and (e),
respectively. Fig. 15(f) shows the reference image generated by
integrating prior information with photograph interpretation.

The third data set is from Yellow River Estuary, China,
in June 2008 and June 2009, acquired by the Radarsat-
2 SAR sensor with the size of 289 × 257 pixels, as shown
in Fig. 15(g) and (h), respectively. Fig. 15(i) shows the
reference image that is created by integrating prior information
with photograph interpretation based on the input images
in Fig. 15(g) and (h).

For the homogeneous SAR data sets, we select the
common direct difference, log-ratio, mean-ratio [60], and
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Fig. 18. DIs and binary CMs on the Yellow River data set. (a) DI of direct difference. (b) DI of log-ratio. (c) DI of mean-ratio. (d) DI of SDCD. (e) DI of
PSGM. (f) Sparse-induced DI of PSGM. (g) Binary CM of PCAKM. (h) Binary CM of GaborTLC. (i) Binary CM of Ms-CapsNet. (j) Binary CM of CWNN.
(k) Binary CM of PSGM-PCAKM. (l) Binary CM of PSGM-CWNN.

Fig. 19. ROC curves of DIs generated by different methods on the
homogeneous SAR data sets. (a) Bern. (b) San Francisco. (c) Yellow River.

sparsity-driven CD (SDCD) [61] methods for comparing the
DI and select PCAKM [38], GaborTLC [7], multiscale cap-
sule network (Ms-CapsNet) [62], and convolutional-wavelet
neural network (CWNN) [10] for comparing the binary CM.
In addition, inspired by the pseudotraining sets used in the
unsupervised hyperspectral image CD [11], [12], we also
try to use the sparsity-induced DI of PSGM to construct a
better pseudodata set for CWNN (PSGM-CWNN) to test the
application of PSGM in deep learning networks.

Figs. 16–18 show the DIs, sparsity-induced DIs, and binary
CMs of different methods on the homogeneous SAR data
sets, and Table V lists the corresponding values of evaluation
criteria. As shown in Figs. 16–18, the PSGM-based DI can
alleviate the impact of noise, which is mainly due to that
it reduces some noise during the PSGM learning process as
the patch-based learning can relax the influence of speckle
noise. The ROC curves on the San Francisco and Yellow
River data sets in Fig. 19 also show that the PSGM-based
D̃ Ĩ , with the largest area under the curve, is better than
others. By comparing (e) and (f) subfigures of Figs. 16–18,
we can find that the sparsity-induced 
 can effectively reduce
the adverse effects of noise and highlight the changed parts.
From Table V, we can find that the PSGM-based PCAKM
can provide better results when comparing with PCAKM and
GaborTLC. Moreover, it increases the Kappa coefficient by
2.47% and 5.99% comparing with the log-ratio-based PCAKM
on the San Francisco and Yellow River data sets, respectively.

TABLE V

QUANTITATIVE MEASURES OF BINARY CMs ON

THE HOMOGENEOUS SAR DATA SETS

As shown in Figs. 16–18, the PSGM-based PCAKM can
efficiently reduce the isolated error points caused by the
speckle noise and obtain cleaner binary CMs, which once
again validates the advantages of the PSGM and sparsity reg-
ularization model. Meanwhile, by comparing the performance
of CWNN and PSGM-CWNN, we can find that the sparsity-
induced DI of PSGM can also be applied to unsupervised
deep learning method to generate a better pseudotraining set
and then improve the detection performance of the original
method, which also extends the application scope of the
proposed PSGM method.

2) Experiments on Homogeneous Optical Data Set: The
optical data set is from Changsha, China, in March 2016 and
March 2017, acquired by the GaoFen-2 Optical sensor (red,
green, and blue bands) with the size of 400 × 400 × 3 pixels,
as shown in Fig. 20(a) and (b), respectively. Fig. 20(m) shows
the reference image representing the changes caused by the
construction of the subway, which is generated through the
on-the-spot investigation.
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Fig. 20. Changsha data set. (a) Image acquired in March 2016. (b) Image acquired in March 2017. (c) DI of CVA. (d) DI of IRMAD. (e) DI of DSFANet.
(f) DI of PSGM. (g) Sparse-induced DI of PSGM. (h) Binary CM of CVA. (i) Binary CM of IRMAD. (j) Binary CM of DSFANet. (k) Binary CM of GCNCD.
(l) Binary CM of PSGM. (m) Ground-truth image. (n) ROC curve of different DIs.

TABLE VI

QUANTITATIVE MEASURES OF BINARY CMs ON

THE HOMOGENEOUS OPTICAL DATA SET

For the homogeneous optical data set, we choose the change
vector analysis (CVA) method [63], iteratively reweighted
multivariate alteration detection (IRMAD) method [64], and
deep slow feature analysis network (DSFANet) [65] as the
DI comparison methods and choose PCAKM to generate
the corresponding binary CMs of DIs generated by CVA,
IRMAD, and PSGM for comparing. Meanwhile, we also select
the semisupervised CD with a graph convolutional network
(GCNCD) [66] as a comparison.

The experiment results are shown in Fig. 20 and listed
in Table VI, respectively. As can be seen from the results
of these comparison algorithms, the improvement effect of
PSGM on the homogeneous optical image data set is not as
great as that on the SAR image data sets. This is mainly
because the noise of the optical image is not as serious as
that of the SAR image. However, the PSGM model can still
achieve quite competitive results in terms of OE, PCC, and
Kappa coefficient, which demonstrates the effectiveness of the
proposed method again. Meanwhile, from the DI and binary
CM of PSGM, we can see that there are still some isolated
error points in them. Inspired by the saliency detection that has
shown effective performance in remote sensing [67]–[69] and
other fields [70]–[73], we can remove the background pixels
by extracting the salient region that probably belongs to the
changed object from the DI and then reduce the isolated errors.

3) Test of Different Noise Levels: To evaluate the perfor-
mance of PSGM under different noise conditions, we use a
simulated homogeneous SAR data set, as shown in Fig. 21,
where Fig. 21(a) and (b) shows the two simulated multitem-
poral images and Fig. 21(c) shows the ground-truth image.

Fig. 21. Simulated data set. (a) and (b) Two simulated multitemporal images,
respectively. (c) Ground-truth image.

By adding different levels of multiplicative Gamma dis-
tributed speckle noise to the multitemporal images (with
L = 10, 5, 2), we can obtain different DIs and ROC curves
of comparison methods under different noise levels, as shown
in Figs. 22 and 23, respectively. From these results, we can
find that the higher the noise level in the data set, the more
obvious the improvement brought by the PSGM. This is due to
that PSGM makes use of the similarity between image patches
and the sparse prior knowledge of changes, then it can alleviate
the impact of noise.

C. Experiments on Both Homogeneous

and Heterogeneous Data Set

In order to further demonstrate the performance of the
PSGM in the multimodal data, we will test the PSGM-based
method on the complex Texas data set that contains both the
homogeneous and heterogeneous data.

The Texas data set consists of three multispectral images2:
a pair of preevent and postevent images with 1534 ×

808 × 7 pixels from the same sensor, the Landsat 5 TM
(denoted as L5t1 and L5t2, respectively), in August 2011 and
September 2011, as shown in Fig. 24(a) and (b), respec-
tively; and another postevent image with 1534 × 808 ×

10 pixels acquired by the Advanced Land Imager (ALIt2) from
the Earth Observing mission in September 2011, as shown

2Distributed by LP DAAC, http://lpdaac.usgs.gov
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Fig. 22. DI generated by different methods on the simulated data set contaminated by different levels of speckle noise with L = 10, 5, 2. (From top to
bottom) They correspond to L = 10, L = 5, and L = 2, respectively. (a) Contaminated preevent image. (b) Contaminated postevent image. (c) DI of direct
difference. (d) DI of log-ratio. (e) DI of mean-ratio. (f) DI of SDCD. (g) DI of PSGM. (h) Sparse-induced DI of PSGM.

Fig. 23. ROC curves of DIs generated by different methods on the simulated
data set contaminated by different levels of speckle noise. (a) L = 10.
(b) L = 5. (c) L = 2.

in Fig. 24(c). As the L5t2 and ALIt2 are acquired within a
one-day interval, there is no apparent change between them.
The change between L5t1 and L5t2 (ALIt2) is provided by
Volpi et al. [74], which represents a forest fire in Bastrop,
TX, USA, as shown in Fig. 24(d).

Define L5t1, L5t2, and ALIt2 as XL5, YL5, and YALI,
respectively. Fig. 25 shows each band of the homogeneous
(L5t1, L5t2) images: the first row shows X

(i)
L5, i = 1, . . . , 7,

and the second row shows Y
(i)
L5, i = 1, . . . , 7. By comparing

X
(i)
L5 and Y

(i)
L5, we can find that the differences on bands 4–7

are much greater than that on other bands, which is consistent
with the sparsity-induced DIs 


(i)
YL5

of PSGM, as shown in the
third row of Fig. 25. For the heterogeneous images of L5t1 and

ALIt2, it is not correct to directly compare X
(i)
L5 (the first row

in Fig. 25) and Y
( j)
ALI (the first row in Fig. 26). However,

by using the PSGM model, we can obtain the sparsity-induced
DIs 


( j)
YALI

, as shown in the second row in Fig. 26. At the
same time, we also show the final fused DI of homogeneous

(L5t1 and L5t2) and heterogeneous (L5t1 and ALIt2) images
in Fig. 24(e) and (f), respectively. From these two fused DIs
and sparse DI of each band, we can find that the PSGM-based
method can not only detect the changes between heteroge-
neous images but also detect which bands have changed, which
plays an important role in the subsequent tasks of spectral
analysis.

D. Parameter Analysis

The next experiment is a test of parameters used in the
PSGM-based CD, which consists of two main categories:
the parameters used in the PSMG learning process and DI
optimization with sparse regularization. Both processes have a
balancing parameter ³ in the optimization models (3) and (31).
This parameter controls the strength of data fidelity and sparse
regularization. The selection of ³ has an important influence
on the performance of these two models. On the one hand, ³

should be reasonably small in order to weaken the influence
of fitting the corrupted data. On the other hand, if ³ is too
small, the resulting PSGM Z (or sparsity-induced DI 
) may
be over regularized, which may bring more errors. In general,
when the input image is contaminated by high-level noise,
we need to choose a small ³ to suppress data fidelity while
encouraging the sparsity regularization. Conversely, when the
noise level is low, we should choose a large ³ to force the data
fidelity. In this article, we use an adaptive method to select this
parameter during the iterations on the basis of the behavior of
the objective function [75] with the initialization ³ = 0.01,
which has been proved to be effective.
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Fig. 24. Texas data set and fused DIs. (a) Image acquired by Landsat 5 TM in August 2011. (b) Image acquired by Landsat 5 TM in September 2011.
(c) Image acquired by Advanced Land Imager from the Earth Observing mission in September 2011. (d) Ground-truth image representing the changes between
(a) and (b). (e) Fused DI of PSGM on homogeneous images (L5t1 and L5t2). (f) Fused DI of PSGM on heterogeneous images (L5t1 and ALIt2).

Fig. 25. Each band of L5t1 XL5 , L5t2 YL5 and sparsity-induced DIs of 
YL5 . (From top to bottom) They correspond to XL5 , YL5 and 
YL5 , respectively.
(a)–(g) Band 1 to band 7.

Another important parameter in the PSGM learning is
the patch size p. To measure the impact of different patch
sizes, we test them on the abovementioned data sets and
select the Kappa coefficient to evaluate the change detection
results, which can describe the global performance of the CD.
In Fig. 27, we vary the patch size from 3 to 9 with step 1
for all data sets except for the Shuguang data set. This is
because when we set p = 3 in the Shuguang data set, the size
of corresponding PSGM Z will reach 60 786 × 60 786,

which will exceed the memory limit. It can be found that the
patch size has an important impact on the CD performance,
especially for the data sets containing SAR images, as shown
in Fig. 27. As the p increases, the Kappa value generally
increases first and then decreases. This mainly due to that a
very large p makes it very hard to find enough quite similarity
patches, which leads to reconstruction errors. However, a very
small p is not robust to the speckle noise in the SAR image,
and a smaller patch size will lead to larger PSGM Z and
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Fig. 26. Each band of ALIt2 YALI and sparsity-induced DIs of 
YALI . (From top to bottom) They correspond to YALI and 
YALI , respectively. (a)–(j) Band
1 to band 10.

Fig. 27. Change detection performance comparison with different patch
sizes p.

require more computation. It is obvious that setting p = 5 is
a good compromise choice in our experiment. For the selection
of this parameter, we suggest that in the case of a high-
resolution image, we can choose a larger p; on the contrary,
in the case of a low-resolution image, we can choose a smaller
p, and the computational complexity should also be taken into
account.

Meanwhile, the performance of the final CD is also influ-
enced by the clustering process. The main parameters of
PCAKM are the feature vector size s and the image block
size h. In [38], these two parameters are analyzed in detail.
Generally, setting s * {3, 5, 7} can meet most of the require-
ments. In this article, we set s equal to h for convenience in
PCA feature extraction. We try different sizes of h and then
choose the best result for each method.

E. Computational Time

In Section IV-A, we have analyzed the complexity of the
proposed PSGM-based CD method. We report the CPU times
of PSGM on different data sets under different conditions,
as listed in Table VII, where the “original” refers to PSGM

TABLE VII

COMPUTATIONAL TIME (SECONDS) OF PSGM ON DIFFERENT

DATA SETS UNDER DIFFERENT CONDITIONS

using ADMM to calculate the matrix Z and DI 
, and
the “accelerated” refers to using the accelerated linearized
ADMM [54] in these two processes of PSGM. These experi-
ments are performed in MATLAB 2016a running on a desktop
with Intel Core i7-8700K CPU, 32 GB of RAM, and 64-bit
Windows 7 operating system.

From Table VII, we can see that when the value of Np is
large, the algorithm is time-consuming, which is consistent
with our theoretical analysis. Meanwhile, it can also be found
that several strategies can be considered to avoid a large
amount of computational time: 1) using the accelerated meth-
ods in the process of solving the minimization problems, such
as the accelerated linearized ADMM [54]; 2) using a large
patch size p to reduce the Np , seeking the balance between
computation time and change detection accuracy; 3) dividing
the large-scale image into small-scale image, for example,
dividing a 2000 × 2000 image into 17 500 × 500 images, and
then detecting the changes in each small image; and 4) using
the superpixel as the basic unit instead of the square patch,
which is also our future work.

VI. CONCLUSION

In this article, we present a novel unsupervised remote
sensing image CD method, which can also be applied to the
challenging heterogeneous CD task. This method is based on
the self-expressive property that the similarity between the
patches in each image representing the same ground object,
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although acquired by different sensors, should be consistent.
Therefore, the change level can be measured by how much
one image still conforms to the similarity graph structure
learned from the other image. Then, the PSGM-based CD
method can be implemented in two steps. It first learns the
PSGM for each input image, which can be transformed into
a convex optimization problem with a sparsity regularization
of the similarity matrix and solved by using the ADMM
framework. Second, with the learned PSGM, the sparse prior
knowledge of the changed part is further used to optimize the
preliminary DI. Then, with the sparsity-induced DI, the binary
CM can be obtained by clustering method. Experiments with
both homogeneous and heterogeneous data sets demonstrate
the effective performance of the proposed PSGM model.
Meanwhile, we also show that the PSGM model can be
extended to other remote sensing image processing problems,
which can enlarge the application scope of the proposed algo-
rithm. However, there are two drawbacks of proposed method
that it is time-consuming when the size of PSGM is very large
and the fusion of the forward and backward DI is very simple
as it does not consider the statistical characteristics of images
from different domains. Our future work is to develop the fast
algorithm by using the superpixel and integrate the statistical
information into the process of DI fusion.
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